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DESCRIPTION OF THE WORKSHOP 
 
The aim of the workshop is to bring together researchers who can contribute 
to a better understanding of trust and reputation in agent societies. Most 
agent models assume secure and reliable communication to exist between 
agents. However, this ideal situation is seldom met in reality. In fact, many 
techniques (e.g. contracts, signatures, long-term personnel relationships, 
reputation) have been evolved over time to detect and prevent deception and 
fraud in human communication, exchanges and relations, and hence to 
assure trust between agents. Artificial societies will need analogous 
techniques. 
 
Trust is more than secure communication, e.g., via public key cryptography 
techniques. For example, the reliability of information about the status of 
your trade partner has little to do with secure communication. With the 
growing impact of electronic societies, trust and privacy become more and 
more important. Trust is important in applications such as human-computer 
interaction to model the relationship between users and their personal 
assistants. Different kinds of trust are needed: trust in the environment and in 
the infrastructure (the socio-technical system) including trust in your 
personal agent and in other mediating agents; trust in the potential partners; 
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trust in the warrantors and authorities (if any). Another growing trend is the 
use of reputation mechanisms, and in particular the interesting link between 
trust and reputation. Many computational and theoretical models and 
approaches to reputation have been developed in the last years. 
 
Trust appears to be foundational for the notion of "agency" and for its 
defining relation of acting "on behalf of". It is also critical for modeling and 
supporting groups and teams, organizations, co-ordination, negotiation, with 
the related trade-off between individual utility and collective interest; or in 
modeling distributed knowledge and its circulation. In several cases the 
electronic medium seems to weaken the usual bonds in social control: and the 
habit or disposition to cheat grow stronger. In experiments of cooperation 
supported by computers it has been found that people are more leaning to 
defeat than in face-to-face interaction, and a preliminary direct acquaintance 
reduces this effect. So, computer technology can even break trust 
relationships already held in human organizations and relations, and favor 
additional problems of deception and trust. 
 
We encourage an interdisciplinary focus of the workshop - although focused 
on virtual environments and artificial agents - as well as presentations of a 
wide range of models of deception, fraud, reputation and trust building. 
Suggested topics include, but are not restricted to, the following: 
*      Models of trust and of its functions; 
*      Models of deception and fraud; approaches for detection and prevention; 
*      Models and mechanisms of reputation; 
*      Role of control and guaranties mechanisms; 
*      Models and mechanisms for privacy and access control; 
*      Theoretical aspects, e.g., autonomy, delegation, ownership; 
*      Integration of conventional and agent-based mechanisms; 
*      Policies, interoperability, protocols, ontologies, and standards; 
*      Scalability and distribution across multiple domains or within the global 
domain; 
*      Test-beds and frameworks for computational trust and reputation 
models; 
*      Legal aspects; 
*      Application studies (e.g., e-commerce, e-health, e-government) of the 
above. 
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Trust Attributes, Methods, and Uses

Gabriel Becerra and Jason Heard and Rob Kremer and Jörg Denzinger
Department of Computer Science
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ABSTRACT
In the literature, several different definitions of trust and models
have been presented to aid researchers as they apply the concepts
of trust within their systems. The multiplicity of trust definitions
creates a high level of ambiguity. This paper takes a step away
from models of trust and attempts to define and categorize several
attributes, methods of discovery, and methods of evaluation that
can be used to describe and discuss trust and trust models. This
research leads to a vocabulary that enables researchers to commu-
nicate and compare investigations on trust more easily. To show
how the terminology can be useful for describing models and sys-
tems that use trust, five case studies are presented. Each case study
describes research using the new terminology presented in this pa-
per.

Categories and Subject Descriptors
I.2.11 [Artificial Intelligence ]: Distributed Artificial Intelligence—
Multiagent systems

General Terms
theory, design, standardization

Keywords
Trust, Terms, Survey, Multi Agent Systems

1. INTRODUCTION
A multi-agent system (MAS) is a collection of multiple, possibly
independent entities (called agents) working in a common envi-
ronment. One goal of MAS studies is to achieve synergy, or to
achieve more through cooperation or coordination between agents
than would otherwise be possible [3]. Open systems are one type
of MAS in which agents from untrusted sources may operate [11].
Within an open system, there must exist either some form of con-
trol over the behaviour of individual agents or some method for
agents to evaluate which other agents can be trusted. The issue
of trust itself is not new, however, and has been discussed exten-
sively by many researchers in psychology, management, commu-

nications, sociology, economics, and political science well before
trust became useful to the study of agents [17].

Up to the year 2001 there were at least 65 cited articles and mono-
graphs defining the concept of trust. Out of those 65 articles 23
pertain to the field of psychology; 23 were within the disciplines of
management and communications; and 19 are from areas such as
sociology, economics, and political science [17]. The large number
of definitions of trust contributes to the ambiguity that surrounds
this concept.

Mayer et al. set the groundwork for the next generation of trust
research and its goal: define trust models that accommodate a spe-
cific definition of trust [16]. As a response to this call to create
models of trust, researchers begun constructing models based on
the properties they considered important or relevant to their con-
text, be it sociology or economics. While this work succeeded in
creating several models helpful to several different specific situa-
tions, it failed to generate models that were neutral.1

This paper will attempt to distill the many definitions and models
of trust into several key portions similar to the way that Jennings
et al. aided the discussion of agents in general by outlining a set
of possible descriptors for agents, including reactive, social, and
rational [13]. Once completed, this paper will then use these new
terms to describe several systems and models of trust.

1.1 Agents and Multi-Agent Systems
As described by Denzinger and Hamdan an agent is a 3-tuple(Situ-
ation, Action, Data)and a functionSituation×Data→ Action
[4]. Situation is the set of all situations that the agent can find
itself, Action is the set of all actions that the agent can perform,
and Data is the set of all possible configurations of the agent’s
internal data. In other words an agent is a function that takes the
situation and the agent’s internal state and outputs some action. To
further refine the type of agent being discussed, agents may be de-
scribed as having one or more of the following properties: social,
fair, semi-autonomous, proactive, reactive, knowledge-based, and
rational [13]. A multi agent system (MAS) is simply a set of agents
(Ag) and an environment that they share (Env).

2. THE TERMS OF TRUST
If Alice trusts Bob to perform some task, she must have determined
that his attributes meet some set of requirements. This paper will

1A neutral model in this instance is a model that is as useful to
a sociologist or a computer agent researcher as it would be to an
economist. In other words, the scope of the model would not be
constrained to any particular area of expertise.
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divide the trust terminology into three categories. The first is the
set ofattributesof Bob that she may consider. The second is the
set ofmethods of discoverythat Alice can use to determine those
attributes. The third is the set ofmethods of evaluationAlice will
use to evaluate the attributes as she has determined them.

This section will outline each of the terms that are used repeatedly
in the area of trust, and will list a selection of authors that have used
these terms (or synonymous terms to date).

2.1 Attributes
Four main attributes must be considered to evaluate whether Bob
can be trusted to perform the required task. The first is hisintegrity,
the second is hismotivation, the third is hispredictabilityand the
fourth is hiscompetence. Integrity defines the level of trustwor-
thiness of Bob, while motivation defines how motivated he is to
perform the given task. Predictability describes how regular Bob’s
actions are. Finally, competence describes Bob’s ability to perform
the required task.

2.1.1 Integrity
The attribute of integrity describes how ethical Bob is in general.
This can describe how ethical, honest or moral an agent is. This
can also be called Bob’s willingness to act (and behave) properly.
Instances of this attribute are found in the following papers:

Hartman considers this property as atypeof trust whereas in this
work we have classified it as an attribute which Alice seeks to de-
termine in order to measure the trustworthiness of Bob [9].

Mayer et al. consider that the relationship between integrity and
trust involves Alice’s perception that Bob adheres to a set of prin-
ciples that Alice finds acceptable [16].

McKnight and Chervany consider that when Alice securely be-
lieves that Bob makes good faith agreements with other agents,
tells the truth, and fulfills his promises, then Bob is a an ethical
agent that truly cares about Alice’s interests [17]. This property is
attached to a belief condition that leads toward the proper founda-
tion of intention.

2.1.2 Motivation
An area that is less well studied includes the motivation of Bob to
complete the task. This may be an area of future study, because as
Bob’s motivation increases, Alice relies less on Bob’s integrity. For
instance, if Alice knows about Bob’s goals and she thinks that the
task at hand is thought of by Bob as important for his goals, then
Alice will perceive Bob as a highly motivated agent.

2.1.3 Predictability
Both prediction and trust are means of uncertainty reduction. To
be meaningful, trust must go beyond predictability. In other words,
Bob’s predictability is insufficient to make Alice take a risk and put
herself in a vulnerable situation. It is, however, helpful for Alice to
determine the predictability of Bob. Instances of this property are
found in the following papers:

Mayer et al. consider predictability as a factor that influences the
cooperation between two agents [16]. If Alice expects that Bob
will predictably behave positively, Alice will have the disposition
to cooperate with Bob.

McKnight and Chervany argue that Alice is willing to depend on,
or intends to depend on, Bob in a given task or situation with a
“feeling of relative security”, even though negative consequences
are possible [17]. This property is composed of five elements: (1)
Alice may have to deal with negative consequences or risk in un-
familiar or uncertain situations, (2) Alice’s readiness to depend or
rely on Bob is central to trusting intentions, (3) Alice feels safe,
assured, and comfortable about the prospect of depending on Bob,
(4) trusting intention is situation and person specific, and (5) trust-
ing intention involveswillingness, which is not the same as having
control over Bob.

Van Witteloostuijn explores the conditions under which trustwor-
thy behaviour can be expected [22]. His study is based on game
theory and aims to the comprehension of how trust and coopera-
tion are closely related. Moreover, van Witteloostuijn considers
that cooperation is a consequence of the unobservable cognition of
trust.

2.1.4 Competence
Competence is an attribute that describes how skilled Bob is for
the task that Alice wishes him to perform. It is possible that Bob
only has aspecific competence, which indicates that Bob can only
perform the selected task in a certain set of situations (Sit′ ⊂ Sit).
Instances of this attribute are found in the following papers:

Falcone and Castelfranchi argue that this attribute is present when
Alice believes that there exists an agent, say Bob, that has the power
to achieve the task [5]. The authors differentiate between two types
of delegation: weak and strong. The first type refers to cases where
there is no explicit delegation of the task from Alice to Bob. The
specific task is accomplished by the exploitation of an autonomous
action of Bob. The second type of delegation exists when Alice ex-
plicitly delegates the task to Bob. In this case, there is a willingness
to depend on Bob’s competence in such area.

Hartman identifies competence as another type of trust [9]. As with
integrity, we classify competence as an attribute and not as a type
of trust. Hartman considers that this property allows Alice to assess
the extent to which its interests will be cared for and be protected.
Moreover, this question will also help in evaluating the consistency
of Bob’s behaviour while performing the task.

McKnight and Chervany attach competence to a belief condition
that serves as the foundation of theintention property [17]. For
instance, Alice believes that Bob is skilled enough to perform the
task she needs to be done or executed.

Mayer et al. developed the competence property under the term
“ability” [16]. Ability is that group of skills, competencies, and
characteristics that enable Bob to have influence within some spe-
cific domain. The domain of the ability is specific because Bob
may be highly competent in some technical area. However, such
competence may be limited by the context or the specificity of the
task.

2.2 Methods of Discovery
There are four main methods that can be used to discover Bob’s
attributes. They areintuition, experience, hearsay, andrecords. In-
tuition includes all methods that Alice can use to determine Bob’s
attributes without considering Bob specifically. Generally this fo-
cuses on how agents in general would react to the current situa-
tion. Experience focuses on personal experience with Bob. Hearsay
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is the opinions of other agents who are not necessarily trusted.
Records are any institutionally supported data about Bob.

2.2.1 Intuition
The concept of intuition is hard to adapt to multi agent systems. It
is hard to think of the “gut” feelings that Alice may have towards
Bob. However, to clearly define the meaning of this method, we
will define an intuition as any computation that Alice can perform
before her first conversations with Bob. This can include game
theoretic approaches to the situation not specific to the agent Bob.
In general, this method can help Alice determine Bob’s motivation
to complete the task. Instances of this property are found in the
following papers:

Romahn and Hartman consider this as their third type of trust in
their model [20]. As with their previous classifications, we have
to disagree with such classification. However, we agree on the de-
scription of the attribute and its sub-division (rational and irrational
intuition). The description of this question can be summarized as
an aid for Alice when measuring howright a situation, deal, or re-
lationship with Bob feels. This question may lead to complications
while implementing an agent-based system if we consider thatin-
tuition depends too much on the so-called gut-feelings. The latter
is what the authors consideredirrational intuition or the chemistry
between two parties. On the other hand, therational part of this
property can be considered in an agent-based system by applying
some heuristics to Bob’s competence level.

2.2.2 Experience
Alice, as a cooperative agent, may have had previous experiences
with Bob. In addition, Alice may have observed Bob as he worked
with another agent. These interactions may have been all related to
the actual task or another set of tasks that Bob may also be capable
of doing. This method can help Alice assess Bob’s integrity and
competence. Instances of this property are found in the following
papers:

Sierra et al. make use of this method in order to asses trustwor-
thiness under the concept ofconfidence, which they describe as a
measure of certainty, based on evidence from past direct interac-
tions with Bob [19].

Denzinger and Hamdan investigate tentative stereotype models based
on agents’ situation-action pairs [4]. The results of this investiga-
tion allows agents to predict an agent’s behaviour even after few
observations. Their models can be reevaluated in order to switch
from the original impression to other type of stereotype.

Bower et al. suggest and analyze uncertainty and learning about
the populations of agents [1]. The analysis shows how the degrees
of trust by Alice, and cooperation by Bob, can depend on the past
behaviour of Bob. That is, such analysis depends on the experience
Alice has had with Bob.

2.2.3 Hearsay
As Alice communicates with more agents, she may be able to ob-
tain data on Bob’s integrity and competence through third-party
sources, without direct interaction [16]. Instances of this property
are found in the following papers:

Falcone and Castelfranchi deal with this matter by applying tran-
sitivity concepts [5]. Let≺ mean trust andGeorge ∈ Ag. If
Alice ≺ Bob, andBob ≺ George, thenAlice ≺ George.

Sierra et al. make use of this method in order to asses the trust-
worthiness under the concept ofreputation, which is described as
Alice’s measure of certainty (leading to trust), based on the aggre-
gation of confidence measures provided to it by other agents that
have previously interacted with Bob [19].

McKnight and Chervany treat this property under the concept of
influenceby stating that when Alice allows Bob to influence her,
Alice is depending on that opinion to be correct given the fact that
bad consequences may follow if it is misdirected on another party’s
opinion [17].

2.2.4 Records
Another method of obtaining information about Bob is through
records from an institution or authority. In this case, Alice still
obtains information about Bob, from an agent that represents an in-
stitution or an authority. And, usually such an institution or author-
ity has methods to deal with their own agents reporting something
that is false.

While Carter and Ghorbani consider the case where Alice should
be aware of the trust level she has towards aninstitution, and in
this way, records could be considered a special case of hearsay, we
beleive that this method deserves it’s own separate method [2].

2.3 Methods of Evaluation
Once the attributes of Bob have been discovered as much as is pos-
sible, they must then be evaluated to determine whether Bob can
be trusted. To do this, Alice must consider two factors. How much
does Alicerisk to trust Bob, and howwilling is Alice to take that
risk.

2.3.1 Level of Risk
Risk is considered to be an essential component of trust. It is im-
portant for researchers to understand that risk is inherent in the be-
havioural manifestation of the willingness to bevulnerable. Trust
will lead to risk taking in a relationship, and the form of the risk
taking depends on the situation.

We emphasize the fact that vulnerability is a consequence of taking
the risk of trusting other agents. Instances of this property are found
in the following papers:

Gambetta considers trust as a particular level of the subjective prob-
ability with which Alice assesses that Bob will perform an action
[8]. For trust to be present there must be the possibility for disap-
pointment or betrayal.

Mayer et al. provide one of the most used definitions of trust based
vulnerability, which is defined as “the mutual confidence that no
party to an exchange will exploit another’s vulnerabilities” [16].

Ford while investigating the concept ofknowledge sharingtook
into consideration this particular question in the sense that trusting
other parties with valuable information involves a high-level risk
[6].

Bower et al. develop the concept of risk within the area of game
theory [1]. They consider that ”trusting is risky for Alice because
there are two types of agents and Alice is uncertain about the type
it is confronting. When a rational (opportunistic) agent is allowed
discretion, Bob’s immediate payoff is higher if it chooses to betray
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the trust of Alice, but Alice’s immediate payoff is higher if Bob
chooses to cooperate”.

2.3.2 Willingness to Trust
According to Mayer et al., the disposition to trust is an internal
factor that will affect the likelihood of Alice to trust other agents
[16]. Such a disposition to trust might be thought of as the general
willingness to trustothers.

Given a situation and the internal data of Alice, she will have a dis-
position or willingness to either depend on Bob or perform certain
action towards a specified task herself [16]. Based on this duality,
we identify the following subdivision: the willingness to depend on
another agent, and the willingness to act or achieve a specified task.
Instances of this property are found in the following papers:

McKnight and Chervany argue This question is linked to a belief
condition that leads toward the proper foundation of intention [17].

Ford by using the termbehavioural trustis able to identify that the
central question is whether Alice is willing to depend on Bob or not
[6]. The willingness of Alice to be vulnerable to Bob’s actions, are
based on the expectation that Bob will perform a particular action
important to Alice, irrespective to the ability to monitor or control
Bob. The same definition is used by Carter and Ghorbani [2] while
elaborating a new trust model based on reputation.

Hartman relies on the existence of legal systems in the absence of
integrity [9]. Hartman considers that legal systems (institutions or
authorities) decrease Alice’s risk in any relationship.

3. CASE STUDIES
This section will show how the terms defined above can be helpful
in describing and comparing several trust systems.

3.1 The ART Testbed
The Agent Reputation and Trust (ART) Testbed is a multi agent
game designed to be a testbed for trust issues [7]. The testbed
simulates an open multi agent system where art appraisal agents
communicate with one another to increase the accuracy of their ap-
praisals. Each competitor in the system controls one art appraisal
agent. Each agent is assigned capabilities for appraising various
categories of art work. The system provides clients who will make
appraisal requests of each agent. When an agent Alice doesn’t pos-
sess the ability to appraise a piece of artwork (or possesses only a
limited ability for that type of artwork), she can request an opinion
from another appraisal agent Bob. Bob has the option of being dis-
honest in both the expression of its ability to appraise the artwork
and in the actual opinion sent back to Alice. To aid Alice in deter-
mining which agents are trustworthy, she can ask agents other than
Bob for their evaluation of Bob’s abilities.

A successful agent in the ART testbed must take bothintegrityand
competenceinto account. Integrity comes from the knowledge of
how well other agents self-report their capabilities when they have
been queried for an opinion. Competence is important since each
agent has its own level of knowledge for various types of artwork.
Predictability is also a factor, as it relates to competence. An agent
in the ART framework is capable of usingintuition, experience
andhearsay. Intuition could be used to consider how agents’ be-
haviours might change over the course of the game. Experience
and hearsay are the main mechanisms supported and encouraged

by the testbed’s design. The exclusion ofreports from an author-
ity is probably necessary to maintain the focus on reputations and
opinions.

3.2 CASA (Cooperative Agent System Archi-
tecture) and Social Commitments

This section will introduce and evaluate the CASA system as a ba-
sis of trust and agents [15]. CASA is a communication-based multi
agent system written in Java. CASA has several unique features
that could be useful in the exploration of social commitments and
trust.

A cooperation domain(CD) is an agent within CASA designed to
aid the communication of many agents in large groups. The CD
allows agents to communicate with one another without knowing
about every other agent. Agents register with the CD, and as a result
they receive all non-private communications that are sent to the CD.
In addition, they can receive a list of all agents that have joined the
CD and choose to communicate directly with those agents. CASA
agents are free to communicate with each other directly (they can
bypass the CD), but they will potentially lose the use of services
offered through the CD and, relating to trust, the service of identi-
fying or sanctioning anti-social agents.

CASA provides a useful tool for researching social commitments
and trust: the CASA system implements several conversationpoli-
cies. These policies are used by CASA agents to define the com-
munication protocols used. Conversation policies map messages
with certain performatives to the creation, cancellation, and fulfill-
ment of social commitments. Kremer and Flores describe how the
CASA system defines social commitments and bases the conversa-
tion policies on the performatives in CASA from FIPA [14].

Because the communication system in CASA is based upon social
commitments, it is easy for an agent to monitor communications of
itself (or in some special cases, all agents in a CD) and determine
which agents are breaking social commitments. Agents who mon-
itor their own communication can determine other agentsintegrity
andpredictabilitybased on personalexperience. In addition, if an
agent communicates within a cooperation domain, it is possible to
include a system sanctioning agent which removes agents that pass
some level of anti-social behaviour—this may increase an agent’s
willingness to trustagents within the system [10]. Another option
is a BBB (better business bureau) agent which will, upon request,
providerecordson the integrity of agents within that cooperation
domain. These services are provided by trusted agents which are
privy to all communications through the cooperation domain.

At this point, the areas that CASA does not provide assistance with
are competence, motivation, intuition and hearsay. These areas
could be implemented in individual agents, but have not been at
this point.

3.3 Adaptive Trust and Cooperation: An Agent-
Based Simulation Approach

This project focuses on applying agent-based technologies both
to simulate inter-firm relations and to determine how cooperation,
trust and loyalty emerge from agent-based computational economics
model instead of following a transaction cost economics model
[18]. Briefly, this market-driven project aimed at identifying how
trust and loyalty affect each other under several circumstances.
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In this model, the attributes described above (e.g. integrity and
competence) are determined by applying three methods of discov-
ery: intuition (rational), personal experience, and hearsay. Ratio-
nal intuition is used by applying an economic selection on a set of
possible partners. The agent asks itself: how profitable will this
partnership be? In addition to this internal computation, the agent
also gathers information from its previous interactions with other
agents. Externally, the agent will gather information from trans-
action partners. This because it is cheaper to gather information
from other sources than is to be extremely cautious in events where
cooperation from both sides will increase profits. Consequently,
if profits are increased, then trust and loyalties toward each other
will also increase. The latter brings up the concept of predictability
since agents in this simulation wonder about what the behaviour
of their partner would be in cases where the partnership has not
been as effective as desired. Finally, after applying the methods of
discovery and determining the proper values for the attributes, the
agent then decides on its willingness to cooperate. This is reflected
by its risk factor, which affects its behaviour given certain circum-
stances. In other words, the agent computes values that serve as
thresholds that indicate the best moment to defect and terminate its
commitments.

The model used by Nooteboom et al does not present any reference
to methods of discovery such as records, motivation, and did not
specify how hearsay exactly affect the trust level of one agent to-
ward another agent. It is important to mention that the authors never
make use of integrity, but it is easy to determine that an agent’s in-
tegrity in this evaluation is not very important. Because agents,
using this model, defect as soon as the profits or other offers are
close to their thresholds (either lower or upper bounds).

3.4 Certified Reputation
A typical problem with usinghearsayin multi agent systems is that
of finding witnesses which can and are willing to report on agents’
that are of interest. To help alleviate this problem, Huynh et al. in-
troduce what they have termed certified reputation [12]. These cer-
tified reputations are held by the agent that they describe. Security
is assumed to be accomplished by some public-key cryptographic
system, and is not the focus of the paper. Since each agent holds its
own certified reputations, an agent Alice who wishes to evaluate an
agent Bob can simply ask him for his set of certified ratings. Since
Bob holds the ratings, and chooses which to forward to Alice, there
is a tendency for these ratings to be skewed toward positive. To help
deal with this situation, Huynh et al. have incorporatedexperience
into the model to deal with the fact that certain referees may not be
as trustworthy as other referees. Agents keep track of the perceived
precision of referees and use this to aid in their evaluations of the
certified ratings. This was found to be an efficient method for eval-
uating thecompetenceandintegrityof agents within the system.

3.5 Trust and Honor
Sierra and Debenham [21] introduce the concepts of honor and re-
liability to argumentative dialogs (negotiations) that lead to the cre-
ation of social commitments. While the authors treat trust as a mea-
surement of the expected deviations from a commitment, honor is
treated as a measurement of the expected integrity of the arguments
used in the negotiation. An integral part of this research are the
predicates used throughout the article. For instance, Build(Alice,
Bob, r) means “Alice considers Bob to be a potential trading part-
ner for deals in a relationshipr”.

The attributes that Alice is trying to evaluate are: capable (com-

petence), honor (integrity), and predictability. The predicate Capa-
ble(Alice, Bob,d) is used to mean “Bob’s ability to do what it says
it can do (for Alice) in deals of typed”. It is important to point
out that the predicates Capable(Alice, Bob,d) and Reliable(Alice,
Bob,c) (wherec is a context) determine Bob’s competence in a spe-
cific area. For instance, Bob’s results may vary based on task he is
requested to perform (e.g. provide information about the weather,
plan and schedule the allocation of resources).

Alice uses reputation (hearsay) as a method of discovery while
measuring trust. Sierra and Debenham acknowledge the impor-
tance of Bob’s reputation (which is provided to Alice by other
agents). Alice useswillingness to trustand level of risk as her
methods of evaluation. For example, Alice determines whether or
not she wants to trust Bob over another competitor (Charles). The
latter is determined by comparing the values provided by her prob-
ability function P (e.g. P(Build(Alice, Bob,r)) ≤ P(Build(Alice,
Bob, r))).

The model used by Sierra and Debenham does not present any ref-
erence to methods of discovery such as records, motivation, and
did not specify how hearsay exactly affect the trust level of Alice
toward Bob.

4. CONCLUSION
While much research has been conducted into trust, including re-
search outside the areas of multi agent systems and computer sci-
ence, discussing trust is still difficult. As research into trust began,
new definitions were created for each instance that was researched.
Then, various fields of research popularized models of trust. Be-
cause of the proliferation of trust research in many separate fields
of study, it is difficult to discuss or compare models of trust because
a uniform vocabulary has not been introduced.

This paper hopes to aid in the discussion of trust with the set of de-
scriptive terms that it provides to describe the attributes and meth-
ods used in active trust systems. The terms outlined in this paper
will allow researchers to easily identify and discuss the attributes
and methods used in various models and projects.
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ABSTRACT  
In open MAS it is often a problem to achieve agents' 
interoperability. The heterogeneity of its components turns the 
establishment of interaction or cooperation among them into a 
non trivial task, since agents may use different internal models 
and the decision about trust other agents is a crucial condition to 
the formation of agents' cooperation. In this paper we propose the 
use of an ontology to deal with this issue. We experiment this idea 
by enhancing the ART reputation model with semantic data 
obtained from this ontology.  This semantic data is used during 
interaction among heterogeneous agents when exchanging 
reputation values and these data may be used as input for 
reputation reasoning modules of agents that use different 
reputation models.   

Categories and Subject Descriptors 
I.2.11 [Distributed Artificial Intelligence ]: Multiagent systems 

General Terms 
Design, Experimentation, Standardization. 

Keywords 
Reputation, trust, ontology, ART testbed. 

1. INTRODUCTION 
Multiagent systems (MAS) are gaining wide acceptance in both 
industry and academia as a powerful paradigm for developing 
software systems. A great number of them have been constructed 
in the last 10 years, with different aims and architectures. In 
particular, regarding the homogeneity of the agents, in some 
systems all the agents have the same architecture (homogeneous) 
and in others agents have different internal models 
(heterogeneous). However, both of them present agents sharing a 
common communication infrastructure (middleware), like KQML 
[10][14]. The MAS composed of heterogeneous agents mostly 
present the characteristic of openness. Open MAS are composed 
of autonomous distributed agents that may enter and leave the 
agent society at their will because open systems have no 
centralized control over the development of its parts [2]. 
Multiagent auction systems and virtual enterprises are examples 
of such open and distributed applications [26]. 

Whenever we consider the domain of open MAS, this implies that 
some agents, potentially implemented by different developers, can 
enter or leave dynamically the system, and that these agents may 
be involved in collective tasks and will cooperate with other 
agents that rely on them. Furthermore, since agents are considered 
as autonomous entities, we cannot assume that there is a way to 
control their internal behavior. These features are interesting to 
obtain flexible and adaptive systems but they also create new risks 
about the reliability and the robustness of the system. The risk that 
an agent does not behave well (intentionally or not) is increased. 
This bad behavior can cause the failure of some tasks performed 
by the agent but also of collective tasks in which it is involved. 

The existence of autonomous agents in an open system implies 
that there is a risk that agents do not behave as expected and may 
harm other agents or the overall system. Solutions to this problem 
have been proposed by the use of trust models where agents are 
endowed with a model of other agents that allows them to decide 
if they can or cannot trust another agent. Such trust decision is 
very important because it is an essential condition for cooperation 
among truly autonomous agents. The trust decision process has 
been the subject of several propositions from different 
researchers. Most of them use the concept of reputation as the 
basis of a decision. Reputation is a subject that has been studied 
in several works [1][8][9][16][20] with different approaches but 
also with different semantics attached to the reputation concept. 
Nevertheless, the heterogeneity of such reputation models may 
prevent the trust decision process’ success due to the 
aforementioned differences. Casare and Sichman [6] [7] proposed 
a Functional Ontology of Reputation to serve as a common 
vocabulary among the different agent reputation models and some 
directions about how it could be done.   

In this paper we propose the use of Casare and Sichman approach 
from [7] combined with the general agent architecture proposed 
on [23] to extend the ART testbed [11] to deal with 
heterogeneous agent reputation models. ART (Agent Reputation 
and Trust) is a testbed for experimentation and comparison of 
trust models. To do so, we briefly describes the functional 
ontology of reputation and three agent reputation models in order 
to show how the ontology can be applied to allow interoperability 
among agents that have different reputation models. Moreover, an 
outline of this approach is sketched in the context of ART testbed 
through the description of some scenarios.   
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 The paper is organized as follows: Section 2 presents an 
outline of the functional ontology of reputation; Section 3 briefly 
describes three different reputation models; Section 4 presents 
direct mappings between the agent reputation models and the 
functional ontology of reputation. In Section 5 we describe a 
scenario for using the mappings in the context of the ART testbed 
and in Section 6 we present some related work. Finally, Section 7 
presents our conclusions about what was made so far, as well as 
some ideas for future work. 

2. THE FUNCTIONAL ONTOLOGY OF 
REPUTATION (FORe) 
The Functional Ontology of Reputation (FORe) aims at providing 
a functional perspective on representing and analyzing reputation 
as a social control mechanism for societies of agents. It includes, 
as its kernel, the following concepts: reputation nature, roles 
involved in reputation formation and propagation, information 
sources for reputation, evaluation of reputation, and reputation 
maintenance.  

The nature of the reputation distinguishes a reputation according 
to the kind of entity it is associated to. Therefore, the ontology 
concept ReputationNature is composed of concepts such as 
IndividualReputation, GroupReputation and ProductReputation.  

Reputation formation and propagation involves several roles, 
played by the entities or agents that participate in those processes. 
The ontology defines the concepts ReputationProcess and 
ReputationRole which are composed of concepts such as 
ReputationEvaluationProcess and TargetRole, respectively. 

Moreover, reputation can be classified according to the origin of 
beliefs and opinions that can derive from several sources.  The 
ontology defines the concept ReputationType which can be 
PrimaryReputation or SecondaryReputation. Moreover, the 
concept PrimaryReputation is composed of concepts such as 
ObservedReputation and DirectReputation and the concept 
SecondaryReputation is composed of concepts such as 
PropagatedReputation and CollectiveReputation. In general, a 
reputation can be evaluated through several types of 
measurements and different factors [5]. To deal with this, the 
ontology concept ReputationEvaluationComponent is composed of 
concepts such as ReputationEvaluationValue and 
ReputationFinalValue. The reputation maintenance process deals 
with the modifications that occur in the content and structure of a 
reputation over time. Examples of concepts related to this process 
are ReputationMaintenanceProcess and MaintainerRole. More 
details about the FORe can be found on [6] and [7].   

3. AGENT REPUTATION MODELS 
According the Oxford Dictionary, reputation is the opinion that 
people in general have about what somebody or something is. For 
example, a school may have an excellent reputation and a person 
could have a reputation of being lazy.  

Reputation is an indispensable condition for the social 
conviviality in human societies. The emergence of Internet based 
virtual societies has caused the migration of reputation related 
concepts from the world of human interactions to the world of 
virtual interactions. Reputation and trust systems are key factors 
for successful electronic commerce environment. They are used as 

mechanisms in order to search trustful partners as well as an 
incentive to avoid cheaters and frauds [22].  

In the last years several computational models of reputation have 
been proposed [15][22][25][26]. As an example of research 
produced in the MAS field we describe three of these models in 
this section: a cognitive reputation model, a typology of 
reputation and the reputation model used in the ReGret system. 
These models were chosen because their specifications are in 
different levels of abstraction. The cognitive reputation model 
consists of a high level conceptual model, described in natural 
language. The typology of reputation is a taxonomy regarding 
reputation sources of information, while the ReGret system is a 
computational mechanism that involves a reputation model in its 
kernel. 

3.1 Cognitive Reputation Model  
The Cognitive Reputation Model proposed by Conte and Paolucci 
[9] treats the several aspects associated with the reputation 
transmission in the social sphere. Image and reputation are two 
central concepts in this model.  Image is an evaluative belief, as 
“good” or “bad”, formed using information acquired by agent 
experience and reflects the target agent behavior.  Reputation is a 
belief about others’ minds, a meta-belief that results from beliefs 
transmission. It represents the process as well as the effect of 
transmission of a target image.  

Besides, the model describes the concepts related to the set of 
agents involved in image and reputation formation and 
transmission. Target agents are individuals, groups, or even 
artifacts that play the role of the evaluation object. Evaluator 
agents are those entities able to develop an evaluative belief about 
others as an effect of their social interactions and perceptions. 
Propagators, or third parties, are those entities able to transmit 
reputation information about a target to another entity beneficiary 
agent. Beneficiaries are individuals, groups, or organizations for 
which the evaluation of the target brings some benefit. As the 
authors emphasize, there is a non-empty intersection between 
these four sets of agents. Therefore, an agent can be at the same 
time a member of the evaluators set as well as a member of the 
propagator and the beneficiaries’ sets. 

3.2 Typology of Reputation 
The Typology of Reputation proposed by Mui et al. [15] is based 
on the reputation research done by several areas of interest, such 
as Economy, Computer Science and Biology. This typology 
distinguishes reputation notions in three classification levels. The 
first level distinguishes reputation according to the target entity 
nature, while the second and third levels distinguish individual 
reputation according to the information source.  

At the first level there are two concepts: individual reputation, 
which is the reputation that can be used to describe an individual; 
and group reputation, which is reputation that can be used to 
describe a group of individuals. 

The second and third level contains the following concepts: direct 
reputation, which is the reputation derived from direct encounter 
or observation; and indirect reputation is the reputation based on 
second-hand evidence. The direct reputation concept has two sub 
concepts: interaction derived reputation, the one based on actual 
encounters between a target agent and its evaluating agent; and 
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observed reputation, that one resulting from observations made 
about another agent’s encounters. Also, the indirect reputation 
concept has three sub concepts: group derived reputation that is 
estimates for agents in social groups; prior derived reputation, 
based on prior beliefs about strangers; propagated reputation, 
based on information gathered from others. 

3.3 Regret System 
The ReGret system [20][22] is a trust and reputation system 
developed for complex e-commerce environments where social 
relationships play an important role.  The idea is to consider the 
social aspects involved in the reputation and trust notions, taking 
into account the social structures among the members of a society 
in the evaluation of these notions. This model deals with four 
kinds of reputation evaluation: direct trust, witness reputation, 
neighborhood reputation and system reputation.  

Direct Trust refers to the evaluation that is built from direct 
interaction, including both direct experience and direct 
observation. Witness Reputation is calculated using the 
information gathered from other agents of the community that had 
direct experience with the target agent. Neighborhood Reputation 
is the reputation based on social prejudice. System Reputation is 
the reputation based on agent membership to a certain group. 
Additionally, the Regret system proposes the credibility notion, a 
kind of rating associated to the received information about 
reputation that evaluates the truthfulness of information received 
from a witness. The trust evaluation is the result of the reputation 
evaluation. 

 

4. MAPPING THE AGENT REPUTATION 
MODELS TO THE FORe 
 

Visser et al [24] suggest three different ways to support semantic 
integration of different sources of information: (i) a centralized 
approach, where each source of information is related to one 
common domain ontology; (ii) a decentralized approach, where 
every source of information is related to its own ontology; and 
(iii) a hybrid approach, where every source of information has its 
own ontology and the vocabulary of these ontologies are related 
to a common ontology. That ontology organizes the common 
global vocabulary in order to support the source ontologies 
comparison. Casare and Sichman [7] used the hybrid approach to 
show that the FORe serves as a common ontology for several 
reputation models. Therefore, considering the ontologies which 
describe the agent reputation models we can define a mapping 
between these ontologies and the FORe whenever the ontologies 
use a common vocabulary.  

Table 1. Mapping the Cognitive Reputation Model to FORe 

Cognitive Model of Reputation FORe concept 

Image PrimaryReputation 

Reputation SecondaryReputation 

Target agents TargetRole 

Propagators TransmitterRole 

Beneficiary RecipientRole 

Since the models described on section 3 use different levels of 
abstraction, we show that FORe can be mapped to any of them. 
Nevertheless, it seems that FORe provides a flexible way of 
representing reputation and its associated concepts as a common 
vocabulary. A mapping between the Cognitive Reputation Model 
ontology and the FORe is presented on table 1. 

Table 2. Mapping the Typology of Reputation to FORe 

Typology of Reputation FORe concept 

Individual reputation IndividualReputation 

Group reputation GroupReputation 

Direct reputation PrimaryReputation 

Indirect reputation SecondaryReputation 

Interaction derived reputation DirectReputation 

Observed reputation ObservedReputation 

Prior derived reputation StereotypedReputation 

Group derived reputation CollectiveReputation 

Propagated reputation PropagatedReputation 

Other models, such as the Typology of Reputation and the ReGret 
System Model are also mapped to the FORe, see tables 2 and 3, 
respectively. 

Table 3. Mapping between ReGret System and the FORe 

 

All the information concerning the mappings between the agent 
reputation models and the FORe can be directly inferred if both 
use a common vocabulary by simply classifying the resulting 
ontology from the integration of a given reputation model 
ontology and the FORe in a tool such as Protégé [17] with an 
inference engine such as RACER [18]. 

5. EXPERIMENTAL SCENARIOS USING 
THE ART TESTBED 

In order to exemplify the use of the mappings presented in 
section 4, we define a scenario where several agents are 
implemented using different agent reputation models. This 
scenario includes the agents’ interaction during the simulation of 
the game defined by ART testbed [11], and it describes possible 
ways for interoperability between different trust models using the 
FORe. As we mentioned in the introduction of the paper, ART is 
a testbed for experimentation and comparison of trust models. 

ReGret System FORe concept 

Direct Trust PrimaryReputation 

Witness Reputation PropagatedReputation 

Neighborhood Reputation StereotypedReputation 

System Reputation CollectiveReputation 

Credibility EvaluatorFactor 
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The scenario definition begins with the description of the ART 
testbed and a general agent architecture that deals with 
interactions involving reputation. 

5.1 The ART testbed 
During the International Workshop on Trust in Agent Societies at 
AAMAS'04 it was decided that a working group named ART 
(Agent Reputation and Trust) would be created to develop a 
testbed for the experimentation and comparison of trust models. 
During AAMAS’05 it was presented a demo of the ART testbed 
and a competition between trust models using ART took place at 
AAMAS'06.  

This first version of ART provides a simulation engine on which 
several agents, using different trust models, may run. The 
simulation consists in a game where the agents have to decide to 
trust or not other agents. This game is an art appraisal game in 
which agents are required to evaluate the value of paintings. In 
fact, agents act as appraisers who are hired by clients to deliver 
appraisals about paintings for a fixed fee [12]. The game can be 
summarized as follows: (i) the ART simulation server gives to 
each agent a given number of clients; (ii) each client gives to its 
agent the description of a painting. The client expects that the 
agent evaluates the painting and gives back to him an accurate 
value; (iii) a painting is mainly characterized by an era. According 
to this era, an agent is more or less accurate in its evaluations; (iv) 
each agent can ask other agents to help it in its evaluation of a 
painting if it thinks that these other agents are more accurate than 
itself for the corresponding era. This exchange of information is 
called an opinion transaction and to get this evaluation the 
requester pays a fixed amount of money to the provider; (vi) 
agents also interact by the way of reputation transactions 
whenever the information that is bought is about the reputation of 
another agent (a target) for a given era. This reputation represents 
the estimated accuracy of the target in its evaluation of paintings 
of the given era; (vii) finally, each agent calculates a value for the 
paintings of its clients and receives money for this evaluation. The 
game is played during several iterations. At the next iteration, the 
amount of clients associated with a particular agent depends on 
the accuracy of its evaluation in the previous iteration. More 
details about the ART testbed can be found in [11].  

During most of this game, the incompatibility of trust models is 
not important because they are used locally by their agents' 
decision processes. However, the interaction which involves the 
reputation transaction is a moment where agents have to exchange 
information from their trust models, meaning that interoperability 
among trust models is required. In the current version of the ART 
testbed, interoperability is obtained by asking the developers of 
each agent to provide a way to map their trust model into a very 
simple common reputation model. This simple model defines that: 
(i) an agent associates with each of its acquaintances a single 
value named ``Reputation weight''; (ii) this reputation weight is a 
value in the domain [0:1]. Given the simplicity of the common 
model, the reputation building process needs a considerable 
number of interactions between agents until reach stable 
reputation values.  

The addition of semantic data to this common model may improve 
the agent performance during the process of reputation building 
and allow interoperability between different trust models. The 
scenario we are defining includes enhancing the common 
reputation model of ART with the addition of the FORe. In order 
to do it, we sketch in the following a general agent architecture for 
reputation interaction considering this new common model. 

5.2 An agent architecture for interoperability  
 Since the common reputation model includes semantic data 
related to reputation, agents must have an internal ontological 
representation of its reputation model in order to integrate these 
data with the FORe data. This is done using the hybrid approach 
proposed by Visser et al [24] and gives the desired 
interoperability between different trust/reputation models through 
the mappings described on section 4. Moreover, agents must be 
able to reason about the information received from reputation 
transactions according to their own reputation models to take 
decisions. Figure 1 shows a view of the agent general architecture 
for reputation interaction.  
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Figure 1. Agent architecture for reputation interaction 

This general architecture describes the way interactions must be 
treated by agents in our scenario: the interaction module receives 
a message (1). If the message is about reputation, it is transmitted 
to the reputation mapping module (2), else it goes to other 
modules. Here we are just considering reputation interactions. The 
message content is described using the enriched common model 
and must be translated to the agent internal reputation model. The 
reputation mapping module analyzes the content of the message 
and transforms it to comply with the agent internal reputation 
model. This is made using the mappings described on section 4. 
The translated message is forwarded to the reputation reasoning 
module (3). Since the message is according to the agent reputation 
model, it can be handled by the reasoning module itself or in 
conjunction with other modules (4 and 5). Whenever the agent 
needs to interact about reputation with other agents, the message 
is formulated according to its own reputation model in the 
reputation reasoning module and is sent to the reputation mapping 
module (6) to be translated to the enriched common model. 
Therefore, the message is forwarded to the interaction module (7) 
to be sent to other agents (8). A simple application of such 
architecture is found in [23]. 
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5.3 Reputation transaction scenarios 
While including the FORe to the ART common reputation model, 
we have incremented it to allow richer interactions that involve 
reputation transaction. The enriched common model was called 
FOReART. Moreover, given the ART application domain (art 
appraisal) it is also included semantics to data such as skill on 
specific painting eras and so far. For instance, during interactions 
about reputation the agents may send a value in the interval [0:1] 
plus the semantics concerning the way it builds this value. In this 
section we describe two scenarios concerning reputation 
transactions. Both are described in the context of ART testbed, 
but the first is valid for any kind of reputation transaction and the 
second is specific for the art appraisal domain. 

5.3.1 General scenario 
Suppose that agents A, B and C are implemented according to the 
architecture presented on section 5.2, each of them using a 
different reputation model and the FOReART common reputation 
model. Agent A uses the Typology of Reputation model, agent B 
uses the Cognitive Reputation Model and agent C uses the ReGret 
System model.  

Consider the interaction about reputation where agents A and B 
receive from agent C information about the reputation of agent Y. 
A big picture of this interaction is showed in Figure 2.  
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Figure 2. Interaction about reputation 

Agent C internal reputation model (ReGret model), through its 
Reputation Reasoning Module, provides information of type 
witness reputation, which is associated with the value 0.8. This 
information is forwarded to the agent C Reputation Mapping 
Module to be compliant to the FOReART, yielding the 
information PropagatedReputation (Other models, such as the 
Typology of Reputation and the ReGret System Model are also 
mapped to the FORe, see tables 2 and 3, respectively. 

Table 3) associated with the value 0.8.  Both, agent A and B, 
receive this information that is treated by their Reputation 
Mapping Module and is translated to their agent reputation model, 
respectively. Therefore, the corresponding information in agent A 
reputation model is propagated reputation (Since the models 

described on section 3 use different levels of abstraction, we show 
that FORe can be mapped to any of them. Nevertheless, it seems 
that FORe provides a flexible way of representing reputation and 
its associated concepts as a common vocabulary. A mapping 
between the Cognitive Reputation Model ontology and the FORe 
is presented on table 1. 

Table 2) and in agent B reputation model is reputation. Although 
there isn’t a direct mapping between PropagatedReputation and 
reputation (Table 1), the agent B reputation model translation is 
based on the fact that PropagatedReputation is classified as 
SecondaryReputation (Section Erro! Fonte de referência não 
encontrada.) in the FORe and that SecondaryReputation is 
mapped to the reputation (Table 1) concept. 

The way agents A and B make use of the information depends on 
their internal reputation model and their Reputation Reasoning 
Module implementation. This means that the same information 
may lead to different decisions for agent A and B. For instance, 
agent A reputation model is the Typology of Reputation Model, 
where the propagated reputation represents the reputation that is 
derived from third parties information and agent B reputation 
model is the Cognitive Reputation Model, where reputation 
represents a belief about others’ minds, a meta-belief that results 
from beliefs transmission. Therefore, the value each agent assigns 
to the information received depends on the weight their reputation 
reasoning module gives to “second-hand” information and on 
their previous knowledge about agent Y reputation. For example, 
agent A Reputation Reasoning Module may be implemented to 
incorporate reputation values greater than 0.9 whenever their 
associated semantics were indirect reputation (subsection 3.2). 
The semantics of indirect reputation in agent A reputation model 
(Typology of Reputation) allows the inference of propagated 
reputation as indirect reputation (subsection 3.2), which leads to 
agent A decision of not incorporating the information received 
from agent C in its internal reputation building process 
concerning agent Y. On the other side, agent B Reputation 
Reasoning Module may be implemented to incorporate reputation 
values greater then 0.75 whenever their associated semantics were 
reputation. This leads to agent B decision of incorporating the 
information received from agent C to its reputation building 
process concerning agent Y.   

5.3.2 Art appraisal scenario 
Considering the same agents A and B from the previous scenario 
and the art appraisal domain, another interesting scenario 
describes the following situation: agent A asks to agent B 
information about agents it knows that have expertise on some 
specific painting era. In this case agent A wants information 
concerning the direct reputation agent B has about agents that 
have skill on an specific era, such as cubism. Following the same 
steps of the previous scenario, a message is prepared by agent A 
in its Reputation Reasoning Module using information from its 
internal model. Therefore, the message ((agent = ?, value= ?, 
skill = cubism, reputation = directreputation)) is forwarded 
to its Reputation Mapping Module to be translated to the 
FOReART and then is sent to agent B. Agent B receives this 
message which contains the query ((agent = ?, value = ?, skill 
= cubism, reputation = PrimaryReputation)). The message is 
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translated to agent B reputation model in its Reputation Mapping 
Module which results on ((agent = ?, value = ?, skill = 
cubism, reputation = image)). The translated message is 
forwarded to agent B’s Reputation Reasoning Module. In the 
Reputation Reasoning Module the message is analyzed and the 
response is prepared to be sent to agent A. A big picture of this 
interaction is showed in Figure 3. 

 

Typol.
Ontology

(agent = ?, value = ?,
skill = cubism,
reputation = directreputation)

A

(agent = ?, value = ?,  skill = cubism,
reputation = PrimaryReputation)

CogMod.
Ontology

(agent = ?, value = ?,
skill = cubism,
reputation = image)

B

Typol.
Ontology

(agent = ?, value = ?,
skill = cubism,
reputation = directreputation)

A

(agent = ?, value = ?,  skill = cubism,
reputation = PrimaryReputation)

CogMod.
Ontology

(agent = ?, value = ?,
skill = cubism,
reputation = image)

B

 

Figure 3. Interaction about specific types of reputation values 

Agent B response to agent A is processed in its Reputation 
Reasoning Module and it is composed of tuples (agent, value, 
cubism, image) , where the pair (agent, value) is composed of 
all agents and associated reputation values whose agent B knows 
their expertise about cubism by its own opinion. At this point all 
the information is based on Agent B reputation model, but it is 
ready to be translated to the common model. An example of such 
response can be seen in Figure 4. This response is forwarded to 
the Reputation Mapping Module and is translated to the 
FOReART (Figure 5) to be sent to agent A.  

 
( (agent = X, value = 0.3, era = cubism, 

reputation = image);
(agent = Y, value = 0.7, era = cubism, 
reputation = image); 
(agent = Z, value = 0.9, era = cubism, 
reputation = image) )

 

Figure 4. Agent B response before the mapping 

( (agent = X, value = 0.3, era = cubism, 
reputation = PrimaryReputation);
(agent = Y, value = 0.7, era = cubism, 
reputation = PrimaryReputation); 
(agent = Z, value = 0.9, era = cubism, 
reputation = PrimaryReputation) )  

Figure 5. Agent B response after the mapping 

After receiving the information sent by agent B, agent A 
processed it in its Reputation Mapping Module and translated it to 
its own reputation model to be analyzed by its Reputation 

Reasoning Module. Figure 6 shows the translation of the message 
presented on Figure 5 to agent A reputation model. Again, the 
way agent A makes use of this information depends on its internal 
reputation model and the implementation of its Reputation 
Reasoning Module. For example, agent A Reputation Reasoning 
Module may be implemented to incorporate reputation values 
greater than 0.5 whenever their associated semantics were direct 
reputation for the cubism painting era. In this case, agent A will 
incorporate the reputation values associated to agents Y and Z. 

( (agent = X, value = 0.3, era = cubism, 
reputation = directreputation);
(agent = Y, value = 0.7, era = cubism, 
reputation = directreputation); 
(agent = Z, value = 0.9, era = cubism, 
reputation = directreputation) )  

Figure 6.  Agent B response translated to agent A reputation 
model 

6. CONCLUSIONS AND FUTURE WORK 
 In this paper we present a proposal for reducing the 
incompatibility between reputation models by using a general 
agent architecture for reputation interaction. This architecture 
relies on a Functional Ontology of Reputation (FORe), used as a 
globally shared reputation model. A reputation mapping module 
allows agents to translate information from their internal 
reputation model into the shared model and vice versa. The ART 
testbed has been enriched to use the ontology during agent 
transactions. Some scenarios were described to illustrate our 
proposal and they seem to be a promising way to improve the 
process of building reputation just using existing technologies 
such as FORe, the reasoning engines that are available (Racer and 
Jena [13]), and the ART testbed. 

The next step is the implementation of the scenarios described 
here to execute on ART testbed. Furthermore, we intend to 
enhance the first version of ART testbed to allow agents that 
follow the proposed architecture to execute/interact on it. 
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Abstract—
The mobile agent paradigm is a flexible and powerful
model that allows an autonomous program, known as
an agent, to move independently in an environment.
Unfortunately, this flexibility may also make agents
vulnerable to various kinds of attacks from malicious
entities. Distributed soft approaches to security, where
agents cooperate with reputation exchange about other
entities in the network, are highly suitable for such sce-
narios. However if the environment is changing rapidly,
reputation and other information may become obsolete
very fast. In this research we investigate two online
learning algorithms, randomized weighted majority
and Winnow, based on the mixture-of-experts and
the learning-from-examples frameworks respectively,
to see how well they can respond to a constantly
evolving environment. We also investigate conditions
under which these algorithms are preferable to less
sophisticated approaches. Though we simulate these
algorithms in a setup consisting of mobile agents
moving over a network of hosts, our conclusions may
be seen as generally applicable for agents in rapidly
evolving conditions.

I. INTRODUCTION

An autonomous agent can generally be defined as ‘a system
situated within and a part of an environment that senses that
environment and acts on it, over time, in pursuit of its own
agenda and so as to effect what it senses in the future’ [1].
While this definition is sufficiently broad to include all types
of agents such as biological, robotic or computational, in the
context of software, an agent may reasonably be defined as
any entity composed of code and data that is not bound
that is not bound to the system where it originated [2][3].
A mobile agent moves around the environment (such as
a network), performing required tasks, accessing resources,
or collecting data as required. These characteristics make it
essential that agents be capable of significantly more autonomy
in comparison to traditional software.

Some domains where software agents can be extremely
useful are e-commerce, distributed information retrieval, and
secure brokering applications where two agents may need to
travel to a neutral third-party host to complete a transaction. A
mobile agent may function alone, but often a number of similar
agents co-ordinate with each other agents to achieve a common
goal. Such a group may be referred to as a mobile agent

community. A common example of a mobile agent community
is a community of agents searching over a distributed market
over a network, such as the Internet, to purchase various
products [4].

For our discussions in this paper, we focus on a similar
specific scenario, though our conclusions are applicable to
more general scenarios. Suppose we have a network of hosts,
and a community of agents that travel from host to host
performing some task. Some of the hosts are friendly, while
others are hostile. The mobility of these agents introduces
serious security risks, as agents need to move from machine to
machine while preserving their state information from hosts,
some of which, as mentioned, may have hostile intentions.
In addition the network situation can be highly volatile, so
that hosts that are expected to be friendly might have been
compromised.

Network security techniques have traditionally been cen-
tralized in approach and server-oriented, which makes it
difficult to apply them to agent security problems such as
the one described above. This has led to the development of
distributed approaches to handle network attacks in mobile
agent communities, where a mobile agent may interact with,
and ask for help from, other mobile agents in its community.
A common security mechanism for mobile agent security is
the Buddy Model [5][6], where each agent has two or more
buddy agents, who look after each others well-being.

However, the Buddy model and other similar models have
a weakness in that they are essentially reactive. They do not
try to prevent an agent from visiting a malicious host. Instead
the buddy agents only perform the task of rescue when they
learn that a buddy is in trouble. However, by that time the
agent may be significantly damaged and agent repair can be
very expensive. Also the agent might be carrying valuable
information that might be irretrievably lost or compromised
as a result of an attack.

All these facts make the idea of a proactive approach,
in which agents actively co-operate and share information
to avoid malicious hosts, thereby minimizing the risk of
such attacks, attractive. In this paper, we explore the idea of
reputation-based trust as an approach towards providing soft
security for a mobile agent community on a network. We focus
on situations where the network state is constantly evolving,
that is, a friendly host may become hostile or inaccessible with
time, or a host that has turned hostile or broken down may
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be ‘up’ again. We compare two algorithms, based on different
online learning frameworks [23] that an agent in a community
can use to model its situation, to proactively recognize and
avoid malicious hosts. We find that these algorithms perform
very differently in static and dynamic scenarios.

II. RELATED WORK

Jansen and Karygiannis [7] divide security threats in mobile
agent systems into four categories: a) agent to platform/host,
b) host to agent, c) agent to agent, and d) other (another
host, or outside entity) to host. Out of these categories a
and d are amenable to the application of traditional security
techniques. In comparison, categories b and c present very
different challenges, as they are particular to the mobile agent
framework. In this paper, we focus on category b, that is the
threat a hostile host may present to an agent.

The major challenge to security in a mobile agent sys-
tem is the decentralized nature of the agent model, which
makes a centralized approach to security problematic. Wedde
and Lischka [8] discuss some of the problems faced with
centralized models to agent security. One common problem
is that it is often not possible to have all agents monitored
from a single location. Even in cases where this may be
possible, the location may become overloaded and function
as a bottleneck in the system. Centralized systems also tend
to enforce homogeneity in terms of the security framework
they apply to the system, while agents in a system can be
highly varied and have very different requirements. Also,
the centralized location provides a single point of attack for
malicious entities.

The buddy model of security, first introduced by Page et al
[5][6], has been developed to counter some of these problems.
The key idea of the buddy model is the decentralization of
the security framework. In this model, agents in a community
protect their neighbors, which are known as their buddies.
Every agent in this model has two or more buddy agents.
All agents are constructed identically, so that no agent is
distinguishable from another. In this way, it is hard for an
attacker to find a single target to aim at. Buddies keep track of
each other by periodically issuing tokens. A buddy is assumed
to be in good health if the token is received within a certain
time frame. If the token from an agent is not received in
time, its buddies will assume that it is unable to communicate.
The other agents will be informed by a global broadcast and
the agents will come together to perform a ‘rescue’ of the
compromised agent.

While the buddy model is well-tailored to mobile agent
communities, it has a serious weakness, in that it is entirely
reactive. It does not attempt to prevent an agent from being
compromised, but only attempts to ‘rescue’ agents that have
already been compromised. This can prove to be very expen-
sive, especially if an agent is carrying valuable information,
which may be lost/compromised before a ’rescue’ has been
affected. Trust-based ‘soft’ security, where agents maintain
and share information about the nature of hosts, and exchange
this information to avoid visiting a malicious host, can be
extremely useful in such situations.

Trust-based approaches can generally be divided into
two approaches: a) experience-based trust modeling, and b)
reputation-based trust modeling. In experience-based trust
modeling [9], agents decide whether or not to trust hosts
based on their past experience. In reputation-based modeling
[10][11][12], the agent tries to estimate the trust it can place
in a particular host based on trust information, or reputations,
the other agents provide.

We focus on reputation-based models applied to agents over
a constantly changing environment.

III. PAPER CONTRIBUTIONS

Reputation-based models have generally used reinforcement
learning approaches such as q-learning [10][14], or online
algorithms based on a mixture-of-experts framework, such as
the weighted majority algorithm [11][12]. These methods rely
on certain assumptions about the behavior of other entities in
a system. The two essential assumptions are: hosts that have
been trustworthy in the past are more likely to be trustworthy,
and b) agents that have provided correct reputation estimates
in the past will continue to provide correct estimates. These
assumptions hold true in different setups to different degrees.

For example, consider our setup where agents are moving
around a network of hosts. In such a situation agents might
share information with each other, and also remember their
past experience with a host, to make decisions on whether
to visit or avoid a host [13]. However, in a highly dynamic
network scenario where hosts are constantly being compro-
mised/crashing and then being brought up, assumption a)
above may not hold. Similarly, assumption b) may not hold
in a large and heterogeneous network where some agents may
have excellent information about parts of the network they
have visited recently, but outdated information about areas of
the network they visited long ago. Thus, even if we assume
that all agents are altruistic and honest, an agent may still
provide false information, because in a dynamic scenario it
may not be aware that its information is outdated. Similarly
an agent we have distrusted in the past may suddenly become
the best source of correct information if we move to a region
of the network it is an expert of. All these factors may create
problems with a reputation-based approach.

In this paper, we assume that all agents are altruistic and
honest in providing reputations. This often holds true in
a mobile agent community. This is because they often are
identical to each other, and have the same origin. Instead, we
focus on another dimension of reputation estimates: timeliness
of the information provided. In highly dynamic scenarios,
even perfectly altruistic agents may unintentionally provide
misleading information as timeliness of information can deteri-
orate very fast. So reputation models, in order to be successful,
need to evolve very quickly in such scenarios.

We investigate various adaptive as well as static reputation-
based ’soft’ security algorithms in a mobile agent community.
These algorithms follow the framework of most reputation-
based security approaches. We give the outline below.

1) Given a network of hosts, over which a community of
agents is operating, an agent expresses an intent to visit
a host.
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2) It asks other agents in the network (who we also
refer to as buddies) about the nature of the host
(friendly/hostile).

3) Each of the agents queried sends back its estimate to the
querying agent.

4) The agent makes a decision whether or not to visit the
host based on the feedback from the agents.

There is often a fifth step in this process where, if an agent
decides to visit a host, it re-evaluates the estimate it has of
the quality of information each of the other agents/buddies
usually provides, based on its experience with the host. These
updated estimates will be used the next time to execute step
4. Hence, in our framework, each agent maintains two types
of reputation values: a) agent reputation, an estimate of the
trust it places in the quality of reputation information other
agents provide, b) host reputation, the degree of trust it has
that a host is friendly, based on its past experience with the
host (this is the information the agent provides as reputation,
when queried by other agents).

The host reputation for an agent is a value between 0 and
1. It is evaluated as the fraction of positive experiences of
the agent of the total, with a given host so far. The agent
reputations are also restricted between 0 and 1. As we focus
on how these values may be learned, their evaluation is more
complicated.

In this paper, we focus on two online learning algorithms
for the task of learning agent reputations. The two algorithms
we focus on are the weighted majority algorithm [16][18][23],
and Winnow [20][22][23]. A version of the weighted majority
algorithm has been used by Yu et al [11][12] for the task of
learning agent reputations in a multi-agent system. To the best
of our knowledge, Winnow has not previously been used in
the agent framework.

In the following section we discuss the mixture-of-experts
and the learning-from-examples frameworks for online learn-
ing, and also the weighted majority algorithm and Winnow.

IV. THE PREDICTING-FROM-EXPERT-ADVICE
FRAMEWORK

The traditional model for supervised machine learning [15]
has been the offline/batch learning model. The batch learning
model consists of two phases: the training and the testing
phase. The training period is a ‘grace’ period, where the
algorithm may focus on learning the function mapping data to
correct labels without having to bother about its performance.
However, there are common real-world situations where an
algorithm may not be afforded a grace period, but is required
to be competitive from the start. Also, it is often useful to make
use of the experience an algorithm gains as it gets exposed to
more input.

Such situations have led to an increasing interest in on-
line algorithms in machine learning. In the online learning
[23] framework, there is no training phase. The algorithm is
presented the data one input at a time, and the algorithm is
required to label the input. It is then told the correct label for
the data point, and can modify itself based on this feedback.

A common problem analyzed in the online learning frame-
work is the mixture-of-experts or predicting-from-expert-
advice problem [17][19][23]. In the predicting-from-experts
problem, the algorithm has access to a number of experts, who
it can query for their prediction for the label on a particular
data point. It can then combine the information provided by
the experts, based on how strongly it trusts the judgment of
each expert, to provide its prediction of the label. After the
algorithm has made its prediction, it is allowed to see the
correct label on the data point. It can then update its estimate
of the experts based on which of them were correct and which
were not.

The prediction-from-experts framework can be applied to
the trust problem in our mobile network framework. At each
step, a mobile agent that wants to move to a particular host
asks other agents (who function as experts for the agent) for
feedback on whether the host is friendly or hostile. Initially
each agent trusts all other agents equally. The weights for the
agents are adjusted as time goes by.

One important feature of the mixture-of-experts framework
is that no statistical assumptions are made about the nature of
the data, or the quality or independence of the experts. As a
result, the performance of an algorithm is often measured not
in absolute terms, but in comparison to the performance of the
best expert the algorithm has access to.

A. The Randomized Weighted Majority Algorithm

A simple but highly effective algorithm, known as the
weighted majority algorithm, was suggested for the mixture-
of-experts problem, by Littlestone and Warmuth [18] and was
used by Yu et al [11][12] for the task of reputation estimation
in agent and peer-to-peer networks. In this paper we use
another version of the weighted majority algorithm, suggested
by Kivinen and Warmuth [16]. Though in our experiments
we found no significant difference in the performance of the
two algorithms, we use the latter algorithm as the expression
for its worst case performace is easier to interpret and draw
conclusions from.

In the interest of completeness, we give the algorithm
below:

1) Set the initial weights w1,1, w1,2, . . . , w1,n, of all the
experts to 1/n, where n is the number of experts. Set c
to some positive value.

2) For t = 1. . .k-1, where k is the number of trials

a) Get a set of predictions xt,1, xt,2, . . . , xt,n by the
experts.

b) Output the prediction ŷt = Σn
i=1wt,i · xt,i.

c) When the correct answer yt is received, update the
weights for the next iteration as follows:

wt+1,i = wt,i · exp(−L(yt, xt,i)/c)/Zt

where

Zt = Σn
i=1wt,i · exp(−L(yt, xt,i)/c)
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Here L is a loss function, and represents by how much the
prediction made by an expert was off the correct answer. Some
common functions that can be used to measure the loss are
the square loss function, the relative entropy loss function [16].
We use the square loss function, defined as (y − ŷ)2. Hence,
the total loss of the weighted majority algorithm is given by
Σk

t=1(yt − ŷt)
2 over k trials.

Notice that the prediction ŷt of the algorithm is not binary
but a real value between 0 and 1. We treat the estimate as
the estimated probability that the host the agent plans to visit
is benign. Hence, the agent visits the host queried for with
probability ŷt. For this reason, we refer to this algorithm as
the Randomized Weighted Majority algorithm in this paper.

There is an elegant proof [16] which shows that, on any
sequence of trials, for the square loss function, the total loss
LRW (S) of the Randomized Weighted Majority algorithm
over a sequence of trials S satisfies:

LRW (S) ≤ LEi(S) + 2 ln n

where n is the number of experts, and LEi
(S) is the square

loss of any of the n experts. In other words, the loss can be seen
as upper bound by the performance of the best expert. Also,
it grows only logarithmically as the number of experts grows.
This suggests that when assigning experts to a particular agent,
assigning a large number of poor experts to an agent will not
greatly impact the results.

B. Randomized Weighted Majority: Discussion

As the expression for performance bound indicates, the
performance of the randomized weighted majority algorithm is
in terms of the quality of the best expert available to it. Essen-
tially the algorithm can be seen as trying to identify the best
expert as quickly as possible, based on its past experience. So,
the algorithm can be expected to provide better performance
when there are a few experts that perform extremely well
consistently, than when there are a large number of experts
who are right, say half the time.

We now discuss what this means in terms of a dynamic
network setup. Consider a network with a hosts, and agents
that travel between the hosts, performing some task. Suppose
the number of hosts is much larger than the number of agents,
and the network situation is evolving constantly. In this case, it
is highly unlikely that any single agent will consistently have
the correct information about the status of the network. An
agent may be expected to know the status only of the hosts it
has visited recently. If the order in which it visits the hosts is
random, past predictions shall contain little information about
the credibility of future reputations provided by an agent. If
an agent gave the correct prediction for host h, there is little
reason to believe that it will be able to predict the status of
another host h’ correctly. This would be especially true if
the network is large, or constant changing so that information
collected even in the slightly remote past is no longer useful.

However, fortunately, agent access of hosts is seldom ran-
dom. There is likely to be what we term locality or special-
ization of some sort. In the simplest case, an agent that visits
a host will usually have to pass through the hosts adjacent

to it. However, locality need not only be physical: often it is
logical. If certain hosts provide a certain service, agents that
require that service will visit those hosts more often than other
hosts. Hence, an agent can be highly successful in identifying
safe hosts if it can quickly identify agents that have interests
and an itinerary similar to its own. However, as the interests
of agents change with time, it should also be able to identify
when its interests are beginning to diverge with a buddy agent.

However, in a mobile agent community where agents do not
have distinct specializations, which we may call domains, a
correct prediction by an agent in one instance says nothing
about the validity of its next prediction, and a reputation-
based approach is unlikely to work. Over a large or constantly
changing network where no such domains exist, it is likely that
an adaptive algorithm will perform no better than some simple
algorithm that merely averages the results.

V. LEARNING FROM EXAMPLES

In the online learning-from-examples framework, at each
step, the algorithm is provided with an ‘example’ data point.
This example data point is drawn from a sample space X with n
attributes, usually {0, 1}n. The algorithm is expected to predict
a label for the example. After its prediction, the algorithm is
shown the correct label from the example. The assumption is
that the label is a function of the attributes of the example. The
algorithm Winnow assumes that the final label is a disjunction
of the attributes.

A. Winnow

Winnow, first introduced by Littlestone [20], is an algorithm
for learning monotone disjunctions of the form

h = x1 ∨ x2 ∨ . . . xn

The algorithm is presented at each step with the values
of xi and is asked to make a prediction on the value of
h. It is then presented with the correct value of h. In our
mobile agent model, each of the buddies of the mobile agent
under consideration can be treated as a literal xi in the above
expression. The assumption is that a certain subset of the
buddies is trustworthy, and the agent can assume that a given
host is friendly, if any one of the trusted subset of buddies
says that the host is friendly. Or one can also assume that a
host is friendly by default, unless on the trusted agents says
that the host is unfriendly. It is clear that the latter approach
is far less conservative that the former. In our simulation, we
go with case 1, where an agent assumes a host to be hostile,
unless it is recommended by other agents.

Note that if it is required to use a conjunction instead
of a disjunction, this can be done simply by converting a
conjunction to a disjunction using De Morgan’s laws. So if
an agent wants to arrive at a set of experts, so that it moves
to a host only when all of them agree that it is safe, Winnow
can be used for the purpose.
We give the Winnow [20] algorithm below:
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1) Initialize the weights w1, w2, . . . , wn, for all the experts
to 1.

2) Given an example x1, x2, , xn, output h′ = 1 if w1x1 +
w2x2 + . . . + wnxn ≥ n, and output h′ = 0 otherwise.

3) Receive the correct value of h.
4) If the algorithm made a mistake:

a) If the algorithm predicts negative on a positive
example, then for each xi = 1, double the value
of wi.

b) If the algorithm predicts positive on a negative
example, then for each xi = 1, cut the value of
wi in half.

5) Go to step 2.

It can be shown [19][23] that Winnow makes at most

2 + 3r(1 + log n)

mistakes, where the target concept is a disjunction of r
variables.

In the case of a constantly evolving network, it is very un-
likely that a consistent target disjunction will exist. In this case,
we are trying to predict what is known as a shifting/drifting
disjunction [22][23], or a disjunction that changes with time.
In a drifting disjunction setup, variables are added to and
removed from the target expression from time to time. There is
a surprisingly simple variation of Winnow in that case, which
gives (log n) mistakes, where n is the total number of variables
that are added to or removed from the original disjunction
during the course of the trials.

In the version of Winnow for drifting disjunctions, we never
allow the weight of any variable(wi) to decrease below 1

2 .
The intuition behind this simple change is that the weight
of any expert never decreases to such a small value, that it
is not able to make a comeback when the situation changes
and it starts predicting correctly. In the original version, if an
expert made too many mistakes, its value could get so close
to zero, that it would not be able to recover even when it
starts predicting correctly. The ‘drifting disjunction’ version
of Winnow is, thus, very well-suited to a dynamic framework.

VI. SIMULATION SETUP

As part of our experiments, we try to see how well the
randomized weighted majority and the Winnow algorithm
perform over a network that is stable, and over networks
with increasing levels of instability. We test the following
hypotheses:

1) Online learning algorithms will be able successfully
help agents to avoid malicious hosts even over a large
network if:

a) the network is stable (host statuses do not change).
b) there exists some kind of locality property, that is,

there is some kind of relation between hosts, so that
agents that have information about certain hosts,
are likely to have information about certain other
hosts.

2) In the absence of the locality property, these algorithms
will not do better than an unweighted averaging ap-
proach. However, if such relationships exist, the al-
gorithms can discover them reasonably quickly, even
when they have no advance information about such
relationships.

3) Online learning algorithms will perform reasonably well,
and better than other simpler approaches, even in an
increasingly unstable network situation where hosts con-
stantly change status (friendly to hostile, and vice versa).

To test our hypotheses, we use four kinds of test agents:
• Agent Awm: uses the randomized weighted majority

algorithm to maintain reputation information for other
hosts (we set β to 0.25).

• Agent Awinnow: uses the Winnow algorithm, modified for
drifting disjunctions, to maintain reputation information
for other agents.

• Agent Amean:uses the unweighted mean of the feedback
from all users to make its decision.

• Agent Aexp: remembers its past experience with each
host, and uses this experience to make its decision.

The simulation procedure is given below:
1) As part of the simulation we create a set of 2048 hosts.

Out of these hosts, around 50% are randomly labeled as
hostile at the beginning of the simulation.

2) A set of 128 agents is also created, and the agents are
randomly assigned to hosts.

3) Each agent stores a reputation weight for all the other
agents in the community. It also stores a weight for all
the hosts in the system. The agent reputation weights
are initially all set to 1. The host weights are initialized
randomly to a value between 0 and 1.

4) Each host is randomly assigned to a domain. A domain
is simply a list of hosts. We initially create 10 domains
in the network. Each agent is also assigned a domain.

5) At each iteration, an agent randomly picks a host from
the ones assigned to its domain. This ensures that the
movement of the agents around the hosts is non-random,
and there is a certain locality to the movement of agents,
that is, agents that visit a certain host, are also likely to
visit others.

6) The agent queries all the other agents about the status
of the host (friendly/hostile). On receiving a binary
feedback from all the agents about the host, the agent
decides whether to visit the host or not.

7) If the agent decides not to visit the host, the iteration
ends. If the agent visits the host, it scores +10 points if
the host is friendly, and -10 if the host is hostile.

8) Also, during each iteration:
a) With probability γ, the domain of an agent is

randomly changed.
b) With probability θ, the status of a host is randomly

changed.
The variables γ and θ represent the degree of instability in

the network. In each iteration, with probability γ, an agent
leaves its current domain and moves to another. Every time
an agent leaves its domain, it has to contend with a new set
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Fig. 1. Algorithm performance over completely stable network (γ = 0, θ =
0)

of hosts. Also, the agents that provided accurate reputation
information in the previous domain no longer provide accurate
information. The agent now quickly needs to realize that the
network situation has changed, and needs to adapt accordingly.

The current status of a host picked at random, changes
(from friendly to hostile or vice versa) at each iteration, with
probability θ. The higher the value of θ, the more often hosts
change their status in the network, and the more unstable the
network is.

We also set up another experiment where no domains are
assigned to agents to hosts, and agents randomly decide to visit
any host in the setup, in each iteration. This is our control
experiment, which tests our hypothesis that online learning
algorithms can only be effective if there is some kind of
locality/domains existing over the network.

VII. EXPERIMENTAL RESULTS

We ran simulations for the four agents described above, for
40,000 iterations. The graphs show results averaged over 10
test runs.

Figure 1 shows the performance of all four agents in a
completely stable network, where 50% of the hosts are hostile,
but hosts never change their state. As can be seen from the
graph, Winnow performs better than the other algorithms. The
experience based agent also performs reasonably well. The
mean-estimate based agent, however, barely breaks even. The
reason for this is, over a large network, most of the other
agents will have incorrect information. Hence any agent that
weights the information provided by other agents equally, will
end up drowning the correct information under the noise.

Figure 2 shows the performance of the agents over a
moderately unstable network (γ = 0.01, θ = 0.01). The values
of γ means that an average agent changes its domain around
4 times during the course of the simulation. Also around
400 hosts (approximately 20%) change their status during the
course of the simulation. As can be seen from the results,
the performance of both Awm and Awinnow comes down by
around 50%, in comparison to the completely stable network
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Fig. 2. Algorithm performance over slightly unstable stable network (γ =
0.01, θ = 0.01)
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Fig. 3. Algorithm performance over highly unstable stable network (γ =
0.1, θ = 0.1)

setup (Figure 1). The reward attained by Aexp goes down by
around 67%. However, Awinnow still performs better than the
other agents.

Figure 3 shows the performance for a highly unstable
network (γ = 0.1, θ = 0.1). In this case, an agent changes its
domain around 40 times, and the status of each host changes
around twice, during the course of the simulation. As can be
seen from the graph, Awinnow still performs better than other
agents, even though the reward accumulated now is only 10%
of the reward accumulated in the completely stable case.

As can be seen from the graphs, the performance of
reputation-based online learning algorithms fall drastically as
the instability in the environment increases. However, they are
still able to do reasonably well. In comparison, given that 50%
of the hosts are hostile at any given time, a completely naive
approach can be expected to accrue zero reward. Clearly these
algorithms do much better than that.

Figure 4 gives the results where the agents move randomly
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Fig. 4. Algorithm performance over stable network with no locality
information

along the network. This may be considered to be the noisiest
case, where there is no locality information for the algorithms
to exploit. In this case, Amean actually does better than Awm

as well as Aexp. However Awinnow still does better than the
rest.

As can be seen from the graphs, Awinnow consistently does
better than all other algorithms. The reason for this is that the
other agents, particularly Awm cannot ‘unlearn’, that is, once
they start placing a high value on the reputation information
provided by a particular source, when the source becomes
irrelevant or deteriorates in quality, they take a long time to
realize this. Awinnow, on the other hand, is able to adapt much
faster to changes in its environment.

Also, as can be seen from Figure 4, when there is no
domain/locality information in agent movement, this leaves no
information for the adaptive algorithms to exploit. Winnow is
actually able to realize this is the case, and thus manages to
perform reasonable well. Randomized weighted majority, on
the other hand, performs even worse than a simple averaging
based approach.

VIII. CONCLUSIONS AND FUTURE WORK

In the past, research in reputation modeling for trust has
generally focused on environments that are stable or evolve
very slowly. In this research, we tried to analyze how well
traditional approaches such as the weighted majority algorithm
are suited to a fast evolving scenario. We also experimented
with Winnow, another algorithm that uses the mixture-of-
experts framework. We found that Winnow consistently per-
formed better than the weighted majority algorithm, and was
much more robust to environment instability. However, more
complex algorithms exist that have been developed specifically
to be capable of handling highly dynamic situations. Some of
these attempt to modify the weighted majority algorithm to
make it more responsive to change [21], others make modi-
fications to Winnow to allow for more parametric flexibility
[22]. We plan to investigate these algorithms in the future.

We also found that it is important that certain conditions
hold in the network/environment for an adaptive reputation-
based algorithm to be useful, compared to a simple mean-
based approach. We defined this condition as locality or
specialization. We found that if such conditions existed in the
network, online learning algorithms are capable of discovering
and exploiting them to great advantage. However, if these
condition do not exist, we found that a weighted approach
actually does worse than a simple mean based approach. We
also found that adding even a small amount of instability to
the environment caused the algorithms’ performance to fall
drastically. Though for our experiments, we modeled a mobile
agent community operating over a network, our conclusions
can be seen to be generally applicable.
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ABSTRACT 
This paper addresses the way in which trust can be considered 
as relational capital for agents that are trusted in a social 
network. The study is an elaboration of a previous work where 
the issue was presented. The basic idea is that trust can be 
viewed as an instrument both for an agent selecting the right 
partners in order to achieve its own goals (the point of view of 
the trustor), and for an agent of being selected from other 
potential partners (the point of view of the trustee) in order to 
establish with them a cooperation/collaboration and to take 
advantage from the accumulated trust. In order to analyze trust 
as the agents’ relational capital, we started from the classical 
dependence network (in which needs, goals, abilities and 
resources are distributed among the agents) with potential 
partners, we introduced the analysis of what it means for an 
agent to be trusted and how this condition could be strategically 
used from it for achieving its own goals, that is, why it 
represents a form of power. Together with this analysis, the 
paper present an insight into the concept, by studying its 
dynamical characteristic in the attempt to understand what are 
the features that make trust a capital for individuals, in which 
sense “trust” is a capital and how this capital is built, managed 
and saved as well as how this capital is the result of the others’ 
beliefs and goals. Furthermore, the difference between 
relational capital and social capital is addressed: we argue about 
the fact that individual trust capital (relational capital) and 
collective trust capital not only should be disentangled, but 
their relations are quite complicated and even conflicting. 

Categories and Subject Descriptors 
J.4 Social and behavioral sciences  

General Terms 
Human Factors, Theory. 

Keywords 
Trust, Dependence networks, Social Capital, Relational Capital. 

1. INTRODUCTION 
In multi-agent systems trust is a growing field of analysis and 
research and ways to calculate it have already been introduced 
to enhance studies on commercial partnership, strategic choice, 
and on coalition formation.  

In order to advance such studies it is strategically important to 
know not only who is trusted by who and how much, but also to 
understand how being trusted can be used by the trustee. 
Therefore, following a previous work on trust from the trustee 
point of view [23], in this paper we go deeper into the latter 
point, by showing how trust can be considered a strategic 
resource for agents that are trusted, by refining our model of 
‘trust as a capital’ for individuals and by proposing an analysis 
of how the dynamics of trust can be taken into account for the 
trustee to perform strategic action.  
The basic thesis from which our study move is that to be 
trusted, on one hand, increases the chance to be requested or 
accepted as a partner for exchange or cooperation and, on the 
other hand, improves the ‘price’, the contract that the agent can 
obtain1. More in details, the claims we are going to investigate 
in the paper are: 
- it is possible to measure the capital constituted by received 
trust, by understanding its relational nature − it depends on the 
position in a network of relationships − and by investigating the 
affection it has on the ‘negotiation power’ of Agi (the trustee) 
that cannot simply be derived from the “dependence bilateral 
relationships”; 
- to be trusted usually is an advantage, an asset for the trustee 
(agent Agi) which is related to the advantage of trust for the 
community but not in an unproblematic way: there can be a 
conflict between the two notion of relational capital (considered 
as individual capital) and social capital (considered as an asset 
for the community); 
- received trust is a context dependent and dynamic capital and 
has different sources; it can be invested and requires decisions 
and costs to be cumulated. 
 

                                                                 
1 This point does not necessary imply and does not mean that a 
deceiving trustee would have surely an individual advantage. 
This misinterpretation is a typical point of view coming from 
domains like commerce and exchange in which trust is 
considered just as an instrument for solving questions like 
Prisoner Dilemma problems. In fact, we are interested to model 
trust in more general domains and contexts: for example, in 
strict cooperation in which a deceiving trustee jeopardizes its 
own interests and goals. 
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2. Trust and Relational Capital 
Although there is a big interest in literature about ‘social 
capital’ and its powerful effects on the wellbeing of both 
societies and individuals, often it is not clear what is the object 
under analysis. How is it possible to say that “trust” is a 
capital? How is this capital built, managed and saved? The aim 
of our work is to answer these questions and to analytically 
study the cognitive dynamics of this object, with a particular 
focus on how they depend on beliefs and goals. 
One of the basic issues that need to be studied is how it can 
happen that networks of relations can be built, which ways they 
develop, and how they can both influence individual behaviors 
and be considered as an individual capital (21). 
While by social a lot of scholars mean ‘collective’, referring to 
some richness, advantage for a certain society, and to 
something that favors cooperation, we assume here an 
individualistic perspective, considering the advantages of the 
trusted agent, not the advantages for the community, and 
distinguishing between ‘relational capital’ (8) and the more 
ambiguous and extended notion of ‘social capital’. Although 
the idea of a clear distinction of the two levels is not completely 
new in literature, usually relational capital is addressed in 
relation with meta-cognitive aspects of human capital (22) 
rather than being studied through an analysis of its own 
cognitive mechanisms. 
In economic literature the term “capital” refers to a commodity 
itself used in the production of other goods and services: it is, 
then, seen as a human-made input created to permit increased 
production in the future. The adjective “social” is instead used 
to claim that a particular capital not only exists in social 
relationships but also consists in some kind of relationships 
between economical subjects. It is clear that for the capital 
goods metaphor to be useful, the transformative ability of social 
relationships to become a capital must be taken seriously. This 
means that we need to find out what is the competitive 
advantage not simply of being part of a network, but more 
precisely of being trusted in that network. 
In particular, what does imply to be trusted for the trustee? As 
we said, the intuitive answer could be that both the probability 
to be chosen for exchange or for partnership will grow and the 
negotiation power of that agent will increase. In order to 
account for both these implications (that are not completely 
independent), it is necessary to rethink the whole theory of 
negotiation power based on dependence (9,10,11,12), including 
trust.  
What we need, then, is a comprehensive theory of trust from 
the point of view of the trusted agent, in order to find out the 
elements that, once added to the theory of dependence, can 
explain the individual social power in a network, on one hand, 
and, the social capital meant as a capital for the society, in a 
second phase. Once a quantitative notion of the value of a given 
agent is formulated calculating on how much the agent is 
valued by other agents in a given market for a given task, we 
can say that this trust-dependent value is a real capital. It 
consists of all the relationships that are possible for the agent in 
a given market and, together with the possible relationships in 
other markets, it is the so-called relational capital of that agent. 
It differs from simple relationships in given networks, which 
are a bigger set, since it only consists of those relationships the 

agent has with those who not only need it but have a good 
attitude toward it and, therefore, who are willing to have it as a 
partner. 
How much the agent is appreciated and requested? How many 
potential partners depends on Agi and would search for Agi as 
partner? How many partners would be at disposal for Agi’s 
proposals of partnership, and what “negotiation power” would 
Agi have with them? 
These relationships form a capital because (as any other capital) 
it is the result of investments and it is costly cumulated in order 
to be invested and utilized. In a certain sense it represents a 
strategic tool to be competitive, and, as it happens with other 
capitals such as the financial one, it is sometimes even more 
important than the good which is sold (being it either a service 
or a material good). For example when Agi decides of not 
keeping a promise to Agj, it knows that Agj’s trust in Agi will 
decrease: is this convenient for future relationships with Agj? 
Will Agi need counting on Agj in future? Or, is this move 
convenient for reputation and other relationships? 
For all these raising questions it is very important to study how 
it is possible for the agent to cumulate this capital without 
deteriorating or waste it: since the relational capital can make 
the agent win the competition even when the good it offers is 
not the best compared with substitutive goods offered in the 
market, it should be shown quantitatively what this means and 
what kind of dynamical relationships exist between quality of 
offered good and relational capital. In other, and more general, 
terms the relational and reputational capital of an agent is more 
valued than its immediate reward. 

3. Measuring Relational Capital 
In order to study all the important aspects of relational capital 
anticipated above, it is necessary to understand how it can be 
measured. To this aim, we must first introduce the notion of 
dependence and the related concept of negotiation power. 
Indeed, the theory of trust and the theory of dependence are not 
independent from each other, not only because – as we modeled 
(1, 2), before deciding to actively trust somebody, to rely on it 
(Agi), one (Agj) has to be dependent on Agi: Agj needs an action 
or a resource of Agi (at least Agj has to believe so), but also 
because objective dependence relationships (9) that are the 
basis of adaptive social interactions, are not enough for 
predicting them. Subjective dependence is necessary (that is, the 
dependence relationships that the agents know or at least 
believe), but still not sufficient. Therefore, we need to consider 
two beliefs: (i) the belief of being dependent, of needing the 
other, (ii) the belief of the trustworthiness of the other, of the 
possibility of counting upon it. 
Indeed, the theory of dependence includes two types of 
dependences: 
(1) the objective dependence, which says who needs whom for 
what in a given society (although perhaps ignoring this). This 
dependence has already the power of establishing certain 
asymmetric relationships in a potential market, and it 
determines the actual success or failure of the reliance and 
transaction; 
(2) the subjective (believed) dependence, which says who is 
believed to be needed by who. This dependence is what 
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determines relationships in a real market and settles on the 
negotiation power; but it might be illusory and wrong, and one 
might rely upon unable agents, while even being autonomously 
able to do as needed. 
More Formally, let Agt={Ag1,..,Agn} a set of agents; we can 
associate to each agent Agi∈Agt: 
- a set of goals Gi={gi1,..,giq}; 

- a set of actions Azi={αi1,.., αiz}; these are the elementary 
actions that Agi is able to perform; 

- a set of plans Π ={pi1,..,pis}; the Agi’s plan library: the set of 
rules/prescriptions for aggregating the actions; and 
- a set of resources Ri={ri1,..,rim}. 

The achievement/maintenance of each goal needs 
actions/plans/resources. Then, we can define the dependence 
relationship between two agents (Agj and Agi) with respect a 
goal gjk, as: Obj-Dependence (Agj, Agi, gjk) and say that: 
An agent Agj has an Objective Dependence Relationship with 
agent Agi with respect to a goal gjk if for achieving gjk are 
necessary actions, plans and/or resources that are owned by 
Agi and not owned (or not available) by Agj.  
More in general, Agj has an Objective Dependence Relationship 
with Agi if for achieving at least one of its goals gjk∈Gj, are 
necessary actions, plans and/or resources that are owned by 
Agi and not owned (or not available) by Agj.  
As in (11) we can introduce the unilateral, reciprocal, mutual 
and indirect dependence (see Figure1). In very short and 
simplified terms, we can say that the difference between 
reciprocal and mutual is that the former is on different goals 

while the latter is on the same goal. 

3.1 Dependence and Negotiation Power 
The important relationship is the network of dependence 
believed by each agent. In other words, we cannot only 
associate to each agent a set of goals, actions, plans and 
resources, but we have to evaluate these sets as believed by 
each agent (the subjective point of view), also considering that 
they would be partial, different from each of others, sometime 
wrong, and so on. In more practical terms, each agent will have 
a different (subjective) representation of the dependence 
network as exemplified in Figure1. So, we introduce the BelkGz 
that means the Goal set of Agz believed by Agk. The same for 
BelkAzz, BelkΠz, and BelkRz. That is to say that the dependence 

relationships should be re-modulated on the basis of the agent 
subjective interpretation. We introduce the Subj-
Dependence(Agj, Agi, gjk) that represents the Agj’s point of view 
with respect to its dependence relationships. In a first 
approximation each agent should correctly believe the sets it 
has, while it could mismatch the sets of other agents. We define 
Dependence-Network(Agt,t) the set of dependence relationships 
(both subjective and objective) among the agents included in 
Agt set at the time t. Each agent Agj∈ Agt must have at least one 
dependence relation with another agent in Agt. 
Given a Dependence-Network(Agt,t), we define Objective 
Potential for Negotiation of Agj∈Agt about a goal of own gjk -
and call it OPN(Agj, gjk)- the following function. 

OPN (Ag j ,g jk ) = f ( 1
1+ pki

)
i=1

n
∑

 
Where: f is in general a function that preserves monotonicity 
(we will omit this kind of functions in the next formulas); n 
represents the number of agents in Agt set that have a 
dependence relation with Agj with respect to gjk (this 
dependence relation should be either reciprocal or mutual: in 
other words, there should also be an action, plan, or resource 
owned by Agj that is necessary for some goal of Agi); pki is the 
number of agents in Agt that are competitors with the Agj on the 
same actions/plans/resources owened by Agi (useful for gjk) in a 
not compatible way (Agi is not able to satisfy at the same time 
all the agents). 
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In Figure 2 we show the objective dependence of Agj: A 
represents the set of agents who depend from Agj for something 
(actions, plans, resources), B represents the set of agents from 
which Agj depends for achieving an own specific goal gjk. The 
intersection between A and B (part C) is the set of agents with 
whom Agj could potentially negotiate for achieving support for 
gjk. The greater the overlap the greater the negotiation power of 
Agj in that context. In other and more simple words, the more 
the agents being at the same time depending and depended 
upon Agj, the greater the negotiation power of Agj. However, 
the negotiation power of Agj also depends on the possible 
alternatives that its potential partners have: the few alternatives 
to Agj they have, the greater its negotiation power (see below). 
We can define the Subjective Potential for Negotiation of 
Agj∈Agt about an its own goal gjk -and call it SPN(Agj, gjk)- the 
following function: 

SPN (Ag j ,g jk ) =
1

1+ pkii=1

n
∑
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Where we have the same meanings as for the previous formula 
but now we make reference to the believed (by Agj) dependence 
relations (not necessarily true in the world): in particular both n 
(the number of direct dependences) and p (the indirect, 
competitive dependences) are believed. 
Analogously, we can interpret Figure 2 as the set of believed 
relationships (by Agj) among the agents. In this case we have 
the subjective point of view. It is also possible to introduce a 
modulation factor (m) that takes into account the special kind of 
dependence: reciprocal (x=r), mutual (x=mu): 

SPN (Ag j ,g jk ) =
mx

1+ pkii=1

n
∑

  
with  0<mx<1 
Usually, we can say that mm≥mr.  
More in general, we can say that the Subjective Potential for 
Negotiation of Agj Agt about the whole set of its own goals 
(Gj) in the Dependence-Network(Agt,t) is: 

SPN (Ag j ,G j ) =
1
s k=1

s
∑ mx

1+ pkii=1

ns
∑

 
Where s is the number of goals of Agj, and ns is the number of 
other agents in the set Agt, that have a dependence relation with 
Agj with respect to the goal gjk. pki is the number of agents in 
Agt that are competitors with the Agi on the same 
actions/plans/resources (useful for gjk) in a not compatible way. 
In words, the global subjective potential for negotiation of an 
agent in a dependence network with respect of all its own goals 
is the sum of the believed terms above showed2. 

3.2 The Trust Role in Dependence Network 
Before taking into account the trustee’s point of view we would 
like to introduce into the dependence network also the trust 
relationships. In fact, although it is important to consider 
dependence relationship between agents in a society, there will 
be not exchange in the market if there is not trust to enforce 
these connections.  
Considering the analogy with the Figure2, we will have now a 

                                                                 
2 An interesting problem is that an agent could be a competitor 

towards itself for achieving its own goals; for example: 

1) Agj needs action τr both for gs and gt and there is only an 
agent in Agt that has τr but is unable to provide two times the 
action τr. 

2) Agj needs action τr for gr and τs for gs and for both the actions 
τr and τs it depends only from Agi that can provide only an 

representation as given in Figure3 (where D includes the set of 
agents that Agj considers trustworthy for achieving gjk). 
We have now a new subset (showed outlined in Figure4) 
containing the potential agents for negotiation. The analysis of 
the part E, F and G will result in: part E includes agents who 
depend from Agj, who are trusted but on different tasks; part F 
includes agents not depending from Agj and trusted on different 
tasks; part G includes agents trusted for the achievement of the 
goal gjk but not depending from Agj. 
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Not only the decision to trust presupposes a belief of being 
dependent, but notice that a dependence belief (BelDep) implies 
on the other side a piece of Trust (as modelled in (2, 3)). In fact 
to believe to be dependent means: 

- (BelDep-1) to believe not to be able to perform action α and 
to achieve goal g, and 

- (BelDep-2) to believe that Agi is able and in condition to 
achieve g, to perform α. 

Notice that (BelDep-2) is precisely one component of Trust in 
our analysis: the positive evaluation of Agi as competent, able, 
skilled, and so on. However, the other fundamental component 
of trust as evaluation is lacking: reliability, trustworthiness: Agi 
really intends to do, is persistent, is loyal, is benevolent, etc. 
Thus he will really do what Agj needs. 
Given the basic role played by “believed networks of 
dependence”, established by a believed relationship of 
dependence based on a belief of dependence, and given that this 
latter is one of the basic ingredient of trust as a mental object, 
we can claim that this overlap between theories is the crucial 
issue and our aim is namely to study it deeply. So introducing 
also in the Subjective Potential for Negotiation (of Agj∈Agt 
about an its own goal gjk) the basic beliefs about trust (1,2) we 
have: 

A 

C 

B 
D 

Figure 3 

SPN (Ag j ,g jk ) =
Bel j (DoA j ∗ DoWi )

1+ pkii=1

n
∑

 
Where: mm=mr=1; Do(Belj(Ai)) is the degree of (believed by 
Agj) ability (with respect of the goal gk) of the agent Agi; 
Do(Belj(Wi)) is the degree of (believed by Agj) willingness 

                                                                                                       
action.to believe not to be able to perform action α and to 
achieve goal g. 
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(with respect the goal gk) of the agent Agi. We do not consider 
here the possible relations between the values of Do(Belj(Ai)) 
and Do(Belj(Wi)) with the pki variable.  
1≥ Do(Belj(Ai)), Do(Belj(Wi)) ≥ 0. 
Let us, now, explicitly recall what are the cognitive ingredients 
of trust and reformulate them from the point of view of the 
trusted agent. In order to do this, it is necessary to limit the set 
of trusted entities. It has in fact been argued that trust is a 
mental attitude, a decision and a behavior that only a cognitive 
agent endowed with both goals and beliefs can have, make and 
perform. But it has been also underlined, that the entity that is 
trusted is not necessarily a cognitive agent. When a cognitive 
agent trusts another cognitive agent, we talk about social trust. 
We consider that the set of actions, plans and resources 
owned/available by an agent can be useful for achieving a set of 
tasks (τ1, …, τ r). 
We take now the point of view of the trustee agent in the 
dependence network: therefore we present a cognitive theory of 
trust as a capital, which is, in our view, a good starting point to 
include this concept in the issue of negotiation power. That is to 
say that if somebody is potentially strongly needed by other 
agents, but it is not trusted, its negotiation power does not 
improve. 

We call the Subjective Trust Capital of Agi∈Agt about a 
specific task τk, the function: 

STC (Agi,τ k ) = Beli (Bel j DoAi ∗ Bel j DoWi )
j=1

n
∑

 
Where n is the number of agents that need the task τk. 

Agj, Agi ∈ Agt. 
Do(Belji(Aik)) means the Aj’s degree of belief (believed by Ai) 
with respect the Ai’s ability about the task τk. 
Do(Belji(Wik)) means the Aj’s degree of belief (believed by Ai) 
with respect the Ai’s willingness about the task τk. 
In words, the cumulated trust capital of an agent Agi with 
respect of a specific task τk, is the sum (on all the agents 
needing that specific task in the network dependence) of the 
corresponding abilities and willingness believed by each 
dependent agent. The subjectivity consists in the fact that both 
the network dependence and the believed abilities and 
willingness are believed by (are the point of view of) the agent 
Agi. 
We call Degree of Trust of the Agent Agj on the agent Agi about 
the task τk (DoT(Agj Agi τk)): 
DoT (Ag j Agiτ k ) = Bel j DoAi ∗ Bel j DoWi  
Analogously, we can also call the self-trust of the agent Agi 
about the task τk we can write: 
ST (Agi,τ k ) = Beli (DoAi ∗ DoWi )  
From the comparison between STC(Agi, τk), DoT(Agj Agi τk) 
and ST(Agi, τk) a set of interesting actions and decisions are 
taken from the agents (we will see in the next paragraph). 
Starting from the Trust Capital we would like evaluate the 
usable part of this trust capital. In this sense, we introduce the 

Subjective Usable Trust Capital of Agi∈Agt about an its own 
task τk as: 

SUTC (Agi ,τ k ) =
Beli (Bel j DoAi ∗ Bel j DoWi )

1+ pkjj=1

n
∑

 
where pkj is (following the Agi’s belief about the beliefs of Agj) 
the number of other agents in the dependence network that can 
achieve the same task with a trust value comparable with the 
one of Agi. We have two comparable trust values when the 
difference between them is in a range under a given threshold 
that could be considered meaningless with respect to the 
achievement of the task. 
 

4. Trust as an asset: relational capital vs 
social capital 
The model presented in the previous section makes it clear that 
trust is an advantage for the trustee. Let us now address the 
problem of what relationship is between this and the advantage 
for the community. 
We would like to underline that there is no advantage to use 
social capital at individual level because the two interpretation 
of it (social and relational) are not only ambiguous but also 
contradictory. Social capital at individual level (relational 
capital) could be in conflict with the collective capital: for 
example, for an individual is better to monopolize trust, while 
for the community it is better to distribute it among the several 
individuals. Furthermore, the individual Agi could use its capital 
of trust, for anti-social purposes. 
Therefore it is important to understand this difference and try to 
model the interaction between the two forms of capital. For this 
purpose it is useful to clarify some concepts which are also 
mixed up in literature. Let us start with the concept of 
“generalized trust”. 
In the common use, “generalized trust” is used both for indicate 
what characterize the point of view of an individual trustor 
towards a given community of agents, and to refer to the 
cognitive and relational notion which relate to a “diffused trust” 
in that community. 
“Generalized trust of Agj towards a set (community) Agt” 
means that Agj has a trust attitude towards everybody in Agt, 
without discriminating among Agt members, which would mean 
to allocate trust only in some of them and not in the others. 
∀Agi : Agi ∈ Agt
Bel j DoAi ∗ Bel j DoWi  
Of course, this notion, which is logical and non quantitative, 
can be transformed in a quantitative notion and fuzzy formula: 
for instance, it is possible to quantify by saying that Agj trusts 
more or less the totality or the (great) majority of Agt), or that 
Agj trust more people than what he distrusts. Anyway, this 
notion implies an individual point of view and does not need 
any “diffused trust” in C. It is just a unilateral piece of a trust 
network. 
Of course, multilateral networks like this can create a correct 
case of diffuse trust, where “everybody trusts everybody in 
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Agt”3. 
∀Agi ,Ag j : Agi ,Ag j ∈ Agt

Bel j DoAi ∗ Bel j DoWi  
and 
BeliDoA j ∗ BeliDoW j  
There can be also the case of an “over-generalized trust”, where 
Agj trusts not only the members of the community Agt, but also 
of a larger set − the one which include Agt − which can be the 
broad community of communities. In this case it is possible to 
say that Agj trust everybody. 
This distinction between unilateral and multilateral generalized 
trust, is very important for our view of the trustee perspective 
and, in particular, for the distinction between the relational 
capital of each single agent and the social capital of the 
community. In fact, although the two phenomena are related to 
each other, their distinction becomes even clearer if we 
consider that there might be a conflict between them: the selfish 
interest of the trustee is to monopolize trust, to be more trusted 
than the others in the community, since this will increase her 
negotiation power. 
Let Agi be the trustee, she would tend to maximize the number 
of agents that trust her in the community. What she will tend to 
can be expressed, therefore, by the transformation of the notion 
of generalized trust from the trustee point of view: 
∀Ag j : Ag j ∈ Agt
Bel j DoAi ∗ Bel jDoW i

 

At the same time, by tending to minimize the number of other 
agents in the community that are trusted, she would be 
interested in not having the diffuse trust in that community. 
In other words, it is convenient for Agi to be trusted by a lot of 
agents but it is not convenient for Agi that also the others have a 
lot of agents they are trusted by and, then, that there is a diffuse 
trust in the community. The combination of this two elements − 
Agi can be trusted by everybody; they trust only Agi − provides 
Agi the maximum possible negotiation power in the community. 
So, not always and not necessarily a diffuse trust, a trust 
atmosphere is a good condition for all the agents in the 
community.  
There are possible advantages and possible disadvantages that 
must be investigated deeply, as well as other issues related to 
social capital and the notion of diffused trust. In fact, although 
we are not going to address them here, it is important to remark 
that what is also interesting to model in the diffused trust, is not 
just the “generalization” from a specific agent to a 
set/class/group. While generalization can maintain the specific 
dimension of the task4, by talking of diffused trust an 
                                                                 
3 Note that while diffuse trust implies several generalized trust, 

it is not true the other way around. 
4 One might for example generalize that not only Agj but all the 

group or class she is member of is trustworthy as for action A; 
which means that all the agents are both competent/skilled 
and reliable as for doing A, and individual instantiate this 
trust case by case. This is the kind of trust we have towards 
nurses, policemen, etc.  

abstraction is made from the task: the task becomes unspecified. 
In this terms, the relevant aspect of trust becomes the 
“reliability”, the fact that everybody will be good-willing or 
better adoptive (usually meant on a “moral” base), together 
with other basic constituents of trust − to feel “safe”, without 
hostility, without danger from other agents’ side. We remind 
the analysis of these very interesting issues to future work. 

5. Dynamics of Relational Capital  
So far, we have seen in what sense received trust is a capital: 
we have addressed the problems of how relational capital can 
be measured in a network, what is the advantage for individual 
to cumulate it and how this advantage is different and 
sometimes in conflict with the advantage for the community). 
What we need to study, now, is the dynamical aspect of it: 
namely, we are going to present both how this capital can 
increase, decrease and be transferred, and what kind of 
strategies can be performed by agents that want to manipulate 
it. 
Let us stress the point that what has not been considered enough 
in organization theory is the fact that the relational capital is 
peculiar in its being crucially based on beliefs: again, what 
makes relationships become a capital is not simply the structure 
of the networks (who “sees” whom and how clearly) but the 
levels of trust which characterizes the links in the networks 
(who trusts whom and how much). Since trust is based on 
beliefs – including, as we said, also the believed dependence 
(who needs whom) – it should be clear that relational capital is 
a form of capital, which can be manipulated by manipulating 
beliefs. 
Thanks to a structural theory of what kind of beliefs are 
involved it is possible not only to answer some very important 
questions about agents’ power in network but also to 
understand the dynamical aspects of relational capital. In 
addition, it is possible to study what a difference between 
trustee’s beliefs and others’ expectations on her implies, in 
terms of both reactive and strategic actions performed by the 
trustee. 

5.1 Increasing, Decreasing, and Transferring 
For what concerns the dynamic aspects of this kind of capital, it 
is possible to make hypotheses on how it can increase or how it 
can be wasted, depending on how each of the basic beliefs 
involved in trust are manipulated. 
First, let us consider what kind of strategies can be performed 
to enforce the other’s dependence beliefs and in particular his 
beliefs about agent’s competence. 
i) Agi can make the other agent dependent on him by making 
the other lacking some resource or skill (or at least inducing the 
other to believe so). 
ii) Agi can make the other agent dependent on him by activating 
or inducing in it a given goal (need, desire) on which the other 
is not autonomous (13) (or it believes so). 
iii) Since dependence beliefs are strictly related with the 
possibility of the others to see the agent in the network and to 
know her ability in performing useful tasks, the goal of the 
agent who wants to improve her own relational capital will be 
to signaling her presence and her skills (14,15,16). While to 
show her presence she might have to shift her position (either 
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physically or figuratively like, for instance, changing her field), 
to communicate her skills she might have to hold and show 
something that can be used as a signal (such as certificate, 
social status etc.). This implies, in her plan of actions, several 
and necessary sub-goals to make a signal. These sub-goals are 
costly to be reached and the cost the agent has to pay to reach 
them can be taken as the evidence for the signals to be credible 
(of course without considering cheating in building signals). It 
is important to underline that using these signals often implies 
the participation of a third subject in the process of building 
trust as a capital: a third part which must be trusted (2). We 
would say the more the third part is trusted in the society, the 
more expensive will be for the agent to acquire signals to show, 
and the more these signals will work in increasing the agent’s 
relational capital. We will see later how this is related with the 
process of transferring trust from an agent to another (building 
reputation). 
Obviously also Agi‘s previous performances are ‘signals’ of 
trustworthiness. And this information is also provided by the 
circulating reputation of Agi (17, 18). In formal terms, we can 
say that Agi has to work for increasing: 
Do(Belj(Agi)) and consequently Do(Belji(Agi)). 
iv) Alternatively, Agi could work for reducing the believed (by 
Agj) value of ability of each of the possible competitors of Agi 
(in number of pkj) on that specific task τk. 
Let us now consider how willingness beliefs can be 
manipulated. In order to do so, consider the particular strategy 
performed to gain the other’s good attitude through gifts (19). It 
is true that the expected reaction will be of reciprocation, but 
this is not enough. While giving a gift the agent knows that the 
other will be more inclined to reciprocate, but she also knows 
that her action can be interpreted as a sign of the good 
willingness she has: since she has given something without 
being asked, the other is driven to believe that the agent will not 
cheat on him. Then, the real strategy can be played on trust, 
sometimes totally and sometimes only partially – this will 
basically depend on specific roles of agents involved. Again in 
formal terms, we can say that Agi has to work for increasing: 
Do(Belj(Wi)) and as a consequence Do(Belji(Wi)). Alternatively, 
it could work for reducing the believed (by Agj) value of 
willingness of each of the possible competitors of Agi (in 
number of pkj) on that specific task τk. 
An important consideration we have to do is that a dependence 
network is mainly based on the set of actions, plans and 
resources owned by the agents and necessary for achieving the 
agents’ goals (we considered a set of tasks each agent is able to 
achieve). The interesting thing is that the dependence network 
is modified by the dynamics of the agents’ goals, from their 
variations, from the emergency of new ones, from the 
disappearance of old ones, from the increasing request of a 
subset of them, and so on (20). On this basis changing the role 
of each agent in the dependence network, it changes in fact the 
trust capital of the agents. 
Relational capital can also circulated inside a given society. If 
somebody has a good reputation and is trusted by somebody 
else, she can be sure this reputation will pass and transfer to 
other actors – and this is always considered in marketing 
strategies of making voice circulate. What is not clear yet is 

how these phenomena work. But when trust on an agent 
circulates, it is strategically important for the agent to know 
very well how this happens and in which ways (not only 
figurate) trust begin to expand and keep on doing it. In fact, not 
all the ways are the same: it is possible that being trusted by a 
particular agent can mean that she just has one more agent in 
her relational capital, but gaining the trust of another agent can 
be very useful to her and exponentially increase her capital 
thanks to the strategic role or position of this other agent. That 
said, it should be clear the importance of understanding if and 
how much an agent is able to manage this potentiality of her 
capital. Basically, here also, the role of agents involved play a 
crucial part: for this reason it is necessary for agent to know the 
multiplicative factor represented by the recognized and trusted 
evaluator in the society. It is not necessarily true, in fact, that 
when somebody trusts somebody else and this latter trusts a 
third one, the first one will trust the third one: the crucial 
question is “which role the first recognizes to the second”. If 
the second one is trusted as an evaluator by the first one, than 
she can trust the third one for specific goals. Usually how well 
these transitive process work depends on what kind of 
broadcasting and how many links the valuator has as well as on 
how much she is trusted in each of those links, so, basically, it 
recursively depends on the valuator’s relational capital. 

5.2 Strategic Behavior of the Trustee 
Until now we just have considered trust as something 
quantitatively changeable, but we did not talk about subjective 
difference in the way trust is perceived by the two parts of the 
relationship. Nevertheless, to be realistic, we must take into 
account the fact that there is often a difference between how the 
others actually trust an agent and what that agent believes 
about that; and also between this (believed trust of others on 
her) and the level of trustworthiness that agent perceives in 
herself. Since being able is not necessarily the cause of trust: it 
can be the case of a diffuse atmosphere that makes the others to 
trust the agent although the agent has not all the characteristics 
to be trusted. In fact, these subjective aspects of trust are 
fundamental in the process of managing this capital, since it can 
be possible that there is the capital but the agent does not know 
to have it. Can be possible to use the relational capital even if 
who uses it is not aware of having it? 
At the base of the possible discrepancy in subjective valuation 
of trustworthiness there is the perception of how much an agent 
feels herself trustworthy in a given task and the valuation that 
agent makes about how much the others trust her for that task. 
In addition, this perception can change and become closer to 
the objective level while the task is performed: the agent can 
either find out of being more or less trustworthy than what he 
believed, or realize that the others’ perception was wrong 
(either positively or negatively). All this factors must be taken 
into account and studied together with the different components 
of trust, in order to build hypotheses on strategic actions that 
the agent will perform to cope with her relational capital. 
Then, we must consider what can be implied by these 
discrepancies in terms of strategic actions: how they can be 
individuated and valued? How the trusted agent will react when 
aware of them? She can either try to acquire competences in 
order to reduce the gap between others’ valuation and her own 
one, or exploiting the existence of this discrepancy, taking 
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advantage economically of the reputation over her capability 
and counting on the others’ scarce ability of monitoring and 
testing her real skills. 

6. Conclusions 
As we said, individual trust capital (relational capital) and 
collective trust capital not only should be disentangled, but 
their relations are quite complicated and even conflicting. In 
fact, since the individual is in competition with the other 
individuals, he has a better position when trust is not uniformly 
distributed (everybody trusts everybody), but when he enjoys 
some form of concentration of trust (an oligopoly position in 
the trust network); on the contrary the collective social capital 
could do better with a generalized trust among the members of 
the collectivity. 
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Abstract 
Technologies developed in the trust research community 
can be applied to solve real problems. These technologies 
include multi-dimensional trust and trust model sharing. 
This paper presents a case study that was performed to 
demonstrate the application and performance of these trust-
based tools. The case study problem domain presents a 
constraint satisfaction and optimization problem, and we 
show that multi-dimensional trust can be used to accurately 
model domain phenomena, maximizing goal achievement. 

Introduction 
This work presents a case study in which two trust based 
technologies are applied to a secure message passing 
domain. These technologies leverage the inherent 
advantages of agents, including agents’ ability to construct 
and share trust-based models of their operating 
environment, to solve a problem while maximizing social 
welfare.  
 According to Marsh, there are two types of trust: general 
trust and situational trust (Marsh 1994). General trust 
involves evaluating a partner agent’s trustworthiness 
according to its performance during previous interactions. 
Situational trust is an evaluation based on an agent’s 
behavior in similar situations. Both general trust and 
situational trust are needed for developing a secure system. 
General trust is most useful when a system has a small, 
fixed number of users and a security failure is not 
catastrophic, since previous interactions, both positive and 
negative, must be encountered for a general trust based 
model to be effective. Situational trust schemes have the 
added benefit of being able to prevent security failures by 
recognizing similar scenarios or situations. These 
situations may include any number of direct pertinent 
information about the interacting agents, or even simple 
contextual information. The notion of soft security implies 
that agents incorporate local trust models to identify 
malicious operating environments, or hosts (Barber and 
Kim 2002). Mobile agents must move among these hosts 
whose trustworthiness cannot be verified. Degree of 
trustworthiness serves as a decision criterion for whether a 
mobile agent should relocate to the host whose trust is 
being modeled. A trust model can be built by comparing 
the number of times a host performs innocently versus 
maliciously. For example, trust has been assessed by 

measuring the number of positive and negative 
“experiences” an agent undergoes with the host (Jonker 
and Treur 1999).  

Applied Trust Technologies 
Two agent technologies, multi-dimensional trust and trust 
model sharing, are discussed in previous work by 
DeAngelis, Barber, Fullam and Gujral. The application and 
performance of these technologies is demonstrated in a 
case study based on a more robust communication domain.  
 In a multi-agent system, a goal driven agent (human or 
software) is motivated to trust others when its resources are 
too limited to permit goal achievement in isolation. These 
goals may have multiple requirements (quality, completion 
timeliness, costs) influencing the reward received from 
goal achievement. To maximize the reward it receives 
from achieving a goal, an agent must consider the 
trustworthiness of potential partners relative to multiple 
dimensions accounting for multiple goal requirements 
(which determine rewards) and multiple partner constraints 
(which estimate partner behavior). Multi-dimensional trust 
endows agents with the ability to assert how much they 
should trust multiple facets of a potential partner’s 
behavior – the availability of the partner to deliver quality 
and on time solutions within cost – in the context of 
multiple goal requirements. The partner selection 
algorithm introduced in (Gujral et al. 2006) allows an agent 
to use multiple dimensions (goal requirements and 
estimated partner behavior) to estimate future goal 
achievement.  
 The concept of multi-dimensional trust is a flexible tool 
that can be used in any situation exhibiting goal driven 
behavior where the goal has multiple components. The 
experimental results presented in (Gujral et al. 2006) show 
significantly higher goal achievement when using the 
complete partner selection strategy over a single 
dimensional strategy in cases with multidimensional 
rewards. Another benefit is that using multi-dimensional 
trust models allows for the uninterrupted pursuit of rapidly 
changing goals. If a new goal is introduced to an agent 
system but the goal can be decomposed into the same basic 
elements as a previous goal, no new trust models need to 
be learned.  
 The value of modeling host behavior using mobile 
agents has been shown for intrusion detection scenarios 
(DeAngelis, Fullam, and Barber 2005). A group of agents 
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interact with a collection of hosts, and the agents model 
each host based on reports of malicious host behavior from 
other agents. Instead of monitoring the steady state system 
performance once models are established, the focus is on 
the transient behavior during model building because 
effective models must be constructed quickly to minimize 
the damage caused by malicious hosts. Using this transient 
analysis, system designers can manage network 
connectivity based on initial connectivity and minimum 
connectivity thresholds. A system of agents that is fully 
connected can share interaction experience to identify and 
avoid a malicious intruder. Degradation of the connectivity 
network has little impact on the algorithm effectiveness, 
and only a fraction of the total connections are needed to 
quickly converge to accurate models of hosts. This security 
scheme scales well; when more agents participate, more 
interaction experience is shared amongst the group, 
allowing the models to evolve more quickly. The extra 
communication overhead required is also not typically a 
limiting factor. Only 20% of the total number of 
communication links need to be present to achieve nearly 
75% of the performance of a fully connected system. The 
only significant overhead lies in the computation of each 
trust model.  

Domain Problem 
The secure message passing problem domain is inspired by 
military and commercial communications systems. In this 
problem, a fixed number of decision makers must send 
messages according to a varied set of criteria. These 
messages have certain properties; the utility of sending a 
message depends on the characteristics of the message 
transmission. This is a highly parallel and dynamic 
resource constrained domain.  
 Multiple decision makers are assigned messages to be 
sent. The decision makers must determine the best method 
for transmitting the message. One simulation cycle is 
complete when each decision making agent sends exactly 
one message, successfully or not. There are a fixed number 
and type of modes of transmission, and each message has 
properties making it well suited for only a subset of the 
available modes. One such property is a security 
requirement for each message. If it is deemed that a 
sensitive message was sent in an insecure manner, a severe 
penalty is incurred. Other properties include the timeliness 
and quality requirements of a message, meaning the 
reward, or utility, associated with a successful transmission 
has a decay factor based on the amount of time taken. 
Adding uncertainty to the domain is the concept of 
availability of the transmission modes. The modes are a 
valuable resource with associated costs for utilization, and 
they may be unavailable depending on the state of the 
decision maker. The decision maker is always in one of 
four operating states, and for each state, the set of available 
transmission modes is a subset of all the modes in the 
system. The message type also affects the set of available 
modes. The ideas of message type and decision maker state 
form hard constraints that must be satisfied for a successful 

transmission. The scenario is designed to minimize the 
occurrence of a combination of decision maker state and 
message type that yields zero available modes. Therefore, 
it is nearly always possible to satisfy the hard constraints, 
though the entire transmission may not always yield 
positive rewards. 
 Trust is applied during the decision algorithm for 
choosing which transmission mode to utilize. The behavior 
and availability of the transmission modes are modeled 
internally by each decision maker, and these models evolve 
as the decision making agent gains more experience. This 
experience can be shared among other decision making 
agents to allow for faster convergence to an ideal 
behavioral model. This sharing technique is very similar to 
the communication of trust models presented in 
(DeAngelis, Fullam, and Barber 2005). These many facets 
of the transmission modes’ behavior are combined into a 
multi-dimensional trust assessment for evaluating the 
suitability for transmitting a particular message. Like the 
reward functions in (Gujral et al. 2006), the goal (the 
reward associated with a successful message transmission) 
is multi-dimensional, even though it is based on the 
properties of the message and is not a predetermined fixed 
function. Because the messages are all unique, this 
simulation demonstrates that multi-dimensional trust has 
the flexibility to accommodate rapidly changing reward 
functions with no penalty. This dynamic message passing 
domain shows an appropriate application of agents and 
demonstrates the effectiveness of trust based techniques on 
a more complex problem. 

Experiment Parameters 
All simulations were run with ten simultaneous decision 
making agents unless specified (Figure 4) and the same 
pool of six transmission modes. These modes are secure 
satellite, media satellite, data cable, secure telephone, 
unsecured telephone, and traditional mail service. The 
values chosen do not represent any one real system, but 
they are intended to be reasonable approximations to the 
choices a real decision maker may have available. 

Message Generation 
Messages are generated according to the properties type, 
security, size, quality, and deadline as described in Table 
1. Currently each property is independent, meaning a 
message of type video is not more likely to have a large 
size than a plain text message. The message type is one of 
four values with the probabilities shown, and is used to 
generate mode availability constraints. 15% of the 
messages generated require secure transmission. The 
decision making agent will incur a severe penalty if the 
security requirements are not met. This penalty is normally 
distributed with a mean of 2000 reward units and a 
standard deviation of 500 units. A message is designated as 
having short, medium, or long length and the size in MB is 
generated according to the posted normal distributions. The  
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Table 1 Message generation 

 
quality requirement is a minimum threshold of fidelity that 
must be maintained during transmission to receive any  
reward. The deadline of a message is a decay function. 
When a mode transmits a message, it replies with the 
amount of time t in domain time units (typically a fraction 
of one cycle) necessary for sending the message. The 
deadline field is a multiplier on the reward payoff that 
depends on the value of t. All values utilizing a normal  
distribution are bounded by a value of zero. 
 

Table 2 Transmission mode capabilities 

Transmission Mode Properties 
The six transmission modes are assigned behavior traits for 
security, quality, cost, and throughput as shown in Table 2. 
Security is the percentage of message transmissions that 
will be sent in a secure manner. A higher security value 
means the mode is less likely to compromise the secrecy, 
authenticity, and integrity of a message. Quality is the 
fidelity at which a message is sent. This is represented as a 
normal distribution (bounded by 0). Both security and 
quality are unknown to the decision making agent. These 
two mode behavior traits create a portion of the decision 
makers’ multi-dimensional trust models of the modes. Cost 
and throughput are public knowledge; therefore each 
decision maker is aware of these values. Cost is a function 

of message size. Cost is the price in reward units for 
sending a message per MB. This includes all infrastructure 
and transmission costs, but not any applicable security 
penalty. Throughput is the speed at which a message is 
transmitted, measured in MB per simulation cycle. Each 
mode can transmit only 1 message at a time, and messages 
are queued according to the rank of the decision provider. 

Transmission Mode Availability 
Table 3 shows the hard constraints imposed by the state of 
the message sender and the message type. Each decision 
maker is always in one of four states with the probabilities 
shown. Most often, a decision maker is in the full access 
state, meaning all modes are available. Other states 
including Office, Field, and Travel are more restrictive. 
The message type also affects the availability of a mode. It 
can be argued that all message types are simply data that 
can be stored in a digital form and transmitted using all 
modes, but this simulation focuses on the most common 
usage of each type of transmission mode. 

 
Table 3 Mode availability constraints 

 Message Sending States Message Type 

 Full 
75% 

Office 
15% 

Field 
8% 

Travel 
2% 

Text 
35% 

Web 
30% 

Audio 
25% 

Video 
10% 

Secure 
Satellite +  +  + + + + 

Media 
Satellite +    + + + + 

Data 
Cable + +   + + + + 

Secure 
Telephone + + +    +  

Unsecured 
Telephone +   +   +  

Mail + +  + +    

Transmission mode selection algorithm 
The decision maker’s goal is to choose the best available 
transmission mode in its current environment. This 
environment includes the current message, the state of the 
decision maker, and the state of the modes. Throughout the 
entire simulation, each mode maintains a queue of 
messages to send. The size of this queue depends on the 
throughput of the mode and the number of times the mode 
is chosen. Three algorithms are presented for choosing the 
best transmission mode. The first algorithm, called Reward 
Modeling, uses multi-dimensional trust and the 
communication of trust models. Two other algorithms are 
provided for comparison. The Cost Minimizing algorithm 
always chooses the mode with the lowest transaction cost 
for the given message once all hard constraints (Table 3) 
are satisfied. The Random algorithm chooses a random 
transmission mode once all hard constraints are satisfied. 
Figure 1 is a flow chart describing the simulation and 
decision process for one decision making agent. 

Message 
Type Security Size (MB) Quality Deadline 

35% 
Text 

 

30% 
Web 

 

25% 
Audio 

 

10% 
Video 

85% 
unsecured 

15% secure 

 

Penalty 
~N(2000,500) 

40% Short 
~N(3,3) 

 

40% Medium 
~N(50,25) 

 

20% Long 

~N(1000,200) 

~N(50,30) 

33% 
t
1

 

33% 
5

1

1

t
 

34% 

20
1

1

t
 

 Security Quality Cost 
(size) 

Throughput 

Secure 
Satellite 99% ~N(0.99,10) 100 

/MB 
1000 

MB/Cycle 

Media 
Satellite 85% ~N(0.9,10) 60 

/MB 
2000 

MB/Cycle 

Data Cable 75% ~N(0.9,10) 30 
/MB 300 MB/Cycle 

Secure 
Telephone 95% ~N(0.9,10) 65 

/MB 30 MB/Cycle 

Unsecured 
Telephone 65% ~N(0.8,10) 35 

/MB 30 MB/Cycle 

Mail 5% ~N(0.7,10) 10 
/MB 5 MB/Cycle 
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Figure 1 Mode selection algorithm 

The simulator assigns a message, and the decision making 
agent then gathers all available resources by polling each 
mode for queue length and consulting internal models of 
mode behavior. Then all modes that meet the hard 
constraints are ranked according to one of three methods. 
These methods are Reward Modeling, Cost Minimizing, 
and Random. Once the modes are ranked, the top ranked 
mode is chosen and the message is sent. The mode 
generates an interaction report that outlines all properties 
of the transmission including security, quality, time, and 
the identification of the mode. Rewards are then collected 
by the decision making agent. This interaction report is 
then used in the Reward Modeling algorithm, and the 
process repeats. 

Reward Modeling Decision Algorithm 
The Reward Modeling decision algorithm ranks all 
available modes according to the expected reward for a 
successful transmission. The expected reward is calculated 
from the models of mode behavior and the simulator 
reward equations. 

T

TS

TSQ

TQ

CSTP
CSTP

ZCSTP
CP

−×××=′
−×××=′

−−×××=
−=

50
100

100  

Figure 2 Simulator reward equations 
The reward when the quality is not met, PQ, is simply the 
negative transaction cost, -CT. No security penalty is 
assumed in this case because the fidelity was too poor for 
successful message transmission. The reward when the 
quality is met, but the message security is not met, PQS, 
includes the timeliness factor T (from Deadline, Table 1), 
message size S, and security penalty Z. When the message 
must be secure, and both the security and quality of the 
transmission are met, the reward is P’S. This reward has a 
factor of 100 because successfully transmitting a secure 

message yields higher rewards. The final reward function, 
P’, is applicable when the message does not need to be 
secure, and the quality is met.  
 To maximize the expected reward, each decision making 
agent maintains a model of every mode. These models are 
used to provide estimates of the transmission security and 
quality. Mode throughput and cost are fixed numbers that 
are known to each decision maker. Security and quality are 
established as probability distributions. These distributions 
are kept secret from the decision makers. Internal models 
of these values are established by averaging previous 
interaction experience. These models are initialized 
optimistically to encourage exploration among the modes. 
As shown in Figure 1, another source of interaction 
experience is other decision makers. Using the scheme of 
fully connected modeling, agents send their interaction 
reports to other agents, effectively sharing their experience. 
This allows the models of mode security and quality to 
converge to the true values more quickly. 

Experimental Results 
The first experiment compares the different mode selection 
strategies. Average cumulative reward (ACR) is an 
accurate measure of algorithm performance because it 
shows the cumulative sum of the average number of points 
earned per decision maker in each simulation cycle. This 
number is analogous to a total system bank balance, scaled 
by the number of decision makers in the system. This 
experiment was run for 100 simulation cycles using ten 
decision makers, and 100 of these games were then 
averaged. It is clear from Figure 3 that the Reward 
Modeling algorithm significantly outperforms the others. 
Also interesting is that the Random strategy outperforms 
the Cost Minimizing strategy. The Random strategy is 
provided as a base line assessment, and Cost Minimizing is 
chosen to simulate the behavior of hurried human operator 
by minimizing the expected cost while meeting the hard 
constraints. It performs poorly in this case because the 
mode properties initialization (Table 2). The least costly 
mode of transmission is mail, but mail has many 
undesirable properties such as a lack of security, low 
transmission quality, and slow throughput. The reward 
points saved by choosing mail most often is not enough to 
offset the missed opportunity cost provided by the other 
transmission modes. 
 To evaluate the effectiveness of sharing trust models, we 
investigated the average reward earned per cycle for two 
different strategies: agents sharing trust models and each 
agent relying solely on its own models. The average 
reward earned per cycle is essentially a first derivative of 
the ACR. Our experiment shows that sharing interaction 
reports does not significantly affect the overall system 
performance when using the Reward Modeling algorithm. 
The models of mode quality and security quickly 
converged to the true behavior of the system, and that there 
was no learning benefit gained from more experience. As 
shown in (DeAngelis, Fullam, and Barber 2005), sharing 
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trust models can sometimes greatly benefit all those 
involved. Here, sharing trust models makes no significant 
difference. This is because the mode models are initialized 
with conservative values close to the true behavior of the 
system, and the response is under-damped. The effects of a 
single security or quality failure are not strong enough to 
prevent future interactions with each mode. 

 
Figure 3 Mode selection algorithm performance 

 The scalability of the transmission mode selection 
algorithm is shown in Figure 4. This experiment varies the 
number of decision makers in the system, and therefore the 
number of messages sent, while the number and type of 
transmission modes remains the same. The vertical axis in 
Figure 4 is the total average cumulative reward (ACR) at 
exactly fifty simulation cycles. This indicates the 
scalability of each algorithm as the system grows more 
crowded, yet the resources are fixed. An operating point of 
fifty cycles was chosen because it is a reasonable 
assumption that the mode models are fixed near their final 
values after fifty cycles. 

 
Figure 4 Algorithm scalability 

 The Reward Modeling algorithm again performed the 
strongest, and sharing interaction reports was insignificant. 
This is expected because the mode models converge very 
quickly. Especially interesting is the behavior of the 

Random and Cost Minimizing strategies. As explained 
above, Random outperforms Cost Minimizing for smaller 
systems (<20 agents). As the system grows, more 
collisions are incurred using the Random strategy. When a 
single mode is chosen many times in a single cycle, it 
develops a long queue of messages. This causes a longer 
delay in transmission, and a smaller time factor T as a 
coefficient of the reward. Because the Cost Minimization 
strategy queries modes for an estimated cost, collisions are 
minimized. The monotonic downward trend for each 
strategy indicates that collisions do happen and smaller 
rewards are the result. Experimental evidence supports that 
the Reward Modeling strategy outperforms the others even 
as the number of agents grows much larger.  

Conclusions 
This case study drawn from the secure message passing 
domain applies model sharing and multi-dimensional trust 
techniques. The intent is not merely to show that 
considering more information leads to higher performance, 
but to demonstrate how trust-based techniques can be 
applied and evaluated in a more robust artificial domain. 
Due to quick model convergence, the sharing mode 
interaction experience has little effect. Building interaction 
experience by sharing rewards models does not 
significantly affect the average number of points earned by 
a decision maker in each cycle. Therefore, impaired 
communication ability among the message sending agents 
would have no detrimental effect on overall system 
performance. Using multi-dimensional models, however, 
has a substantial benefit. The concept of multi-dimensional 
trust is used to accurately model message transmission 
mode behavior. When the message sending agent uses 
these models to choose the optimum transmission mode, 
the reward earned is quadrupled compared to random 
selection among valid modes. 
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Abstract

Trust modelling is widely recognized as an aspect of
essential importance in the construction of agents and
multi agent systems (MAS). As a consequence, sev-
eral trust formalisms have been developed over the last
years. All of them have, in our opinion a limitation:
they can determine the trustworthiness or untrustwor-
thiness of the assertions expressed by a given agent,
but they don't supply mechanisms for correcting this
information in order to extract some utility from it.
In order to overcome this limitation, we introduce the
concept of reliability as a generalization of trust, and
present Fuzzy Contextual Corrective Filters (FCCF) as
reliability modeling methods loosely based on system
identi�cation and signal processing techniques. Finally
we illustrate their applicability to the appraisal vari-
ance estimation problem in the Agent Reputation and
Trust (ART) testbed.

Introduction

Trust is one of the main concepts upon which human
and animal societies are built. It is evident, therefore,
the importance of its formalization for the construction
of arti�cial or electronic societies, which so vast amount
of interest have caused not only in the Arti�cial Intelli-
gence and Computer Science communities, but also in
such di�erent ones as Sociology, Economics and Biol-
ogy. Quoting (Sabater 2002):

Arti�cial Intelligence is quickly moving from
the paradigm of an isolated and non-situated in-
telligence to the paradigm of situated, social and
collective intelligence. The new paradigm of the
so called intelligent or adaptive agents and Multi-
Agent Systems (MAS) together with the spectacu-
lar emergence of the information society technolo-
gies (specially re�ected by the popularization of
electronic commerce) are responsible for the in-
creasing interest on trust and reputation mecha-
nisms applied to electronic societies.

Over the last years, several attempts to make such for-
malization have been carried out from diverse points of
view (recommender systems, social networks, electronic
commerce. . . ) All of them su�er, in our opinion, from
a quite serious limitation. While they can provide a

number, category or even fuzzy statement measuring
the trustworthiness of a given agent or, more precisely,
the trustworthiness of the information provided by a
given agent, they fail in the sense that they don't supply
any �ltering or correcting method in order to make the
provided information useful, even if wrong. The main
point of this paper is: In some cases, false information
transmitted by an agent can be useful if conveniently
�ltered.
The aim of this paper is threefold. In the �rst place,

we want to make evident the importance of such �l-
tering mechanisms in order for an agent to improve its
performance in a multiagent environment, introducing
the concept of reliability as an extension or general-
ization of trust. Secondly, we present fuzzy contextual
corrective �lters (FCCF) as a convenient and straight-
forward way, loosely inspired in systems identi�cation
and signal processing techniques, to implement those �l-
tering/correcting mechanisms. Finally, we demonstrate
the usefulness of FCCF by applying it to the appraisal
variance estimation problem in the Agent Reputation
and Trust (ART) testbed domain.

The Need for Trust Formalization in

MAS
An essential characteristic of MAS is the existence of an
information interchange between the individual agents
forming the system. In the case of collaborative MAS,
the aim of this communication is the improvement of
the global performance of the system. Therefore agents,
in general, do not lie each other consciously. In the
case of competitive environments, however, individual
agents are sel�sh, in the sense that its behavior is ad-
dressed to maximize some kind of individual utility
function, even if that means a prejudice for the indi-
vidual interests of the other agents or the diminution of
the overall performance of the system. Communicative
acts in competitive MAS are therefore addressed to ob-
tain individual bene�t and it is more suitable (because
it can be pro�table) the conscious communication of
false information.
Both in collaborative and in competitive MAS, how-

ever, an emitter agent can communicate false informa-
tion to a recipient agent because of several reasons. The
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main ones being:

1. The emitter agent is, simply, wrong. He is honest, in
the sense that he believes he is communicating a true
statement, but the transmitted information is false.

2. Emitter and recipient agents do not use the same
language. The message encloses a true statement, as
understood for the emitter agent, but has a di�erent
and false meaning for the recipient agent. That's why
ontologies are used, just to try to assure that all the
agents in a domain speak the same language

3. A transmission error occurred. The emitted and re-
ceived messages are di�erent.

4. The emitter agent consciously transmits a false infor-
mation to the recipient agent. The aim of such be-
havior can be supposed to be the obtaining of some
bene�t from the prejudicing of the recipient agent.
That is the typical behavior we can expect in com-
petitive environments

Whatever could be the reason behind the transmis-
sion of false information, individual agents need some
kind of mechanism that allow them to deal with it.
Agents can't a�ord (specially in competitive environ-
ments) to believe everything the other agents tell to
them. A car vendor agent who commits itself to deliver
a car �soon� and who says that the car is �fast� can
be honest even if the car lasts a year to arrive and it
can not run faster than 100 kilometers per hour. Per-
haps he really believed what he was saying, perhaps the
words �soon� and �fast� have a di�erent meaning in the
car vending language or even, perhaps, he said �late�
and �slow� but somehow the sounds changed in their
way from their mouth to our hears. More probably,
however, he is deliberately lying to take pro�t from us.
In either case, we need to learn from our experience in
order to know what can be expected from him in fur-
ther deals. Here is where trust and reputation modeling
methods come in as an important �eld of study inside
the theory of MAS.

Beyond Trust. Reliability

It is not inside the scope of this document to give a
detailed account of the several trust and reputation
formalizations that have been proposed along the last
years, so we refer the interested reader to (Sabater 2002)
for a survey of them. Nevertheless, a point seems to
have been so far overseen, to our knowledge, by these
trust formalisms. It is not necessary to trust an agent
(in the sense of believing it is saying the truth) in or-
der to get some utility from the information provided
by it. This information can be useful even if it is false,
provided we had some method to correct it.
Let's put an example: a watch agent that goes two

and a half hours in advance will never tell you the right
time, so you will do good not trusting it. Does it implies
that you can't get any utility from it?. No. On the
contrary, you can completely rely on it. Its regularity
makes possible to correct the information it provides

and get the exact time. We can say much the same
thing about our car vendor agent. Better for us do not
believe everything he could tell us, of course, but even
if we don't trust him, we can yet extract some probably
useful information from his o�ers, perhaps in the form
of upper or lower bounds. Moreover, with the time, if
we deal with him often enough, we can arrive to learn
its language, that is, to capture regularities in it which
can allow us to, for example, reject at once a car if he
says of it to be �not very old�.
The key concept in order to be able to correct mes-

sages coming from other agents is reliability1. If an
agent tends to communicate similar information under
similar circumstances, a moment will arrive when we
will be able to extrapolate the circumstances, more or
less correctly, from the received messages. On the con-
trary, if an agent emits just random messages it will
be very di�cult, if not impossible, to obtain from them
any utility at all. Going back to the causes because of
which agents can communicate false information, relia-
bility can be expected mainly in cases 1, 2 and, perhaps
to a minor extent, 3.
The corrective mechanisms, which we will call �lters,

can have very di�erent structures. The �lter for a watch
agent that goes two hours and a half in retard could be
as simple as adding 150 minutes to the time he says
it is. On the other hand, we will need a much more
sophisticated �lter when dealing with the car vendor
agent, maybe some kind of expert system. In the fol-
lowing section we will show how simple �lters, based on
fuzzy systems, can be constructed and how they can be
learned and used to improve the performance of indi-
vidual agents in their environment.

Fuzzy Contextual Corrective Filters

Think about the following problem: An agent A inter-
acts with several other agents in a multi-agent environ-
ment requesting from them some kind of information,
which they supply (this information can be false be-
cause of any of the reasons exposed in section 2). Sup-
pose also that the correct answers to A's requests are
made available to A by the environment in a posterior
time instant, in such a way that A is able to know which
agents told the truth and which agents lied, and how
much. Our point is: for A to be able to perform well
in this kind of environment it has to maintain a set
of �lters (one of them for each agent it interacts with)
which allows it to correct the information received from
the other agents, as well as to assess the possible utility
of the corrected information. These �lters must be dy-
namic, in the sense that they must evolve and adapt to
changes in the environment and in the behavior of the
other agents. So, (see �gure 1) �lters act as a transla-
tive layer that eases the process of interpretation of the
messages sent by other agents. They can also, on the
other hand, help the agent to translate the informa-

1From reliable, in the sense of �giving the same result in
successive trials�. (Merriam-Webster 2007)
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Figure 1: The set of �lters of an agent act as a transla-
tive layer.

tion it wants to transmit to the language spoken by
the other agents, increasing therefore the probability of
being correctly understood.
It is also very important for the agent that owns the

�lter to have some kind of measure of the correctness
of the �ltered information, that is, the degree to which
it can be expected to re�ect the reality. We will call
this value reliability and the �lter will compute it from
the observed regularities in the behavior of the �ltered
agent in past interactions.
Figure 2 shows the suggested structure for the con-

struction of these �lters, which we call fuzzy correc-
tive contextual �lters (FCCF) (del Acebo & de la Rosa
2002). A FCCF F has two parts, the corrective module
and the reliability calculation module. The corrective
module is a special case of a Mamdani fuzzy inference
system 2 where the fuzzy rules have the form:

If A1 is S1 and . . . and An is Sn and V is L1 then W is L2

where:

• S1, S2 . . . Sn are linguistic labels, de�ned by fuzzy sets
on universes of discourse X1, X2 . . . Xn, respectively.

• A1, A2 . . . An are are fuzzy variables taking values
over the fuzzy power sets of X1, X2 . . . Xn, respec-
tively.

• L1 and L2 are linguistic labels de�ned by fuzzy sets
over the universes of discourse U1 and U2, respec-
tively. U1 and U2 can be, and usually are, the same
set.

• V and W are are fuzzy variables taking values over
the fuzzy power sets of U1 and U2, respectively.

We will call A1, A2 . . . An the context variables, V the
main variable and W the �ltered variable. We can see

2A explanation of fuzzy sets, fuzzy logic and fuzzy infer-
ence systems' theories is beyond the scope of this paper. We
refer the interested reader to (Jang, Sun, & Mizutani 1997)
where several excellent introductory chapters can be found.
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Figure 2: Structure of a fuzzy contextual corrective �l-
ter

the operation of the corrective module as a transforma-
tion of fuzzy sets over a certain universe U1 to fuzzy
sets over the universe U2, in a way that depends on the
values of the context variables as well as on the value of
the main variable. The corrective module of a FCCF,
then, �lter the values (fuzzy sets) of the main variable
to obtain new values (fuzzy sets over the same universe
or another one) which are expected to be more suitable
for some purpose. As is the case with general Mamdami
fuzzy systems, it is possible to use FCCF on crisp input
values to produce crisp �ltered values by using appro-
priate fuzzi�cation and defuzzi�cation procedures.
The rule base of the corrective module has two com-

ponents, the static and dynamic rule bases. The static
rule base is �xed (and possibly the same) for every
agent. It expresses the a priori assumptions about
the behavior of the other agents in the environment
and serve as a departing point in the interpretation
of other agents's assertions. It can be as simple as
identity or can, for instance, incorporate some common
sense knowledge about the behavior which can be ex-
pected from certain kinds of agents. The dynamic rule
base is built upon the information extracted (in the
form of fuzzy rules) from the interactions between the
agent which owns the �lter and the �ltered agents. It
is dynamic in the sense that it evolves with time and
can adapt itself to changes in the environment and in
the behavior of the �ltered agents. The construction
of the dynamic rule base can be viewed as a system
identi�cation task where the behavior of the �ltered
agent has to be modeled from a set of examples, the re-
sults of past interactions between the modeling and the
modeled agents. As a system identi�cation problem,
several modeling methods can be used, ranging from
those based on a neuro-fuzzy, backpropagation-based
approach (Jang's ANFIS (Jang, Sun, & Mizutani 1997)
would be a good example of this) to those based on

46



lookup tables (Wang 1994) or, even, genetic algorithms
(Cordon & Herrera 1995).
The function of the second part of the FCCF, the

reliability calculation module, consists in computing the
reliability of the �ltered value obtained by the corrective
module. Reliability will be a function of the input and
context variables and will depend upon the number of
prior similar interactions between �ltering and �ltered
agents as well as upon the regularities observed during
that interactions.

The ART Testbed

The Agent Reputation and Trust (ART) testbed (Ful-
lam et al. 2005) is a framework, based on the art ap-
praisal domain, for experimentation and comparison of
trust modeling techniques. Agents function as painting
appraisers with varying levels of expertise in di�erent
artistic eras. Clients request appraisals for paintings
from di�erent eras; if an appraising agent does not have
the expertise to complete the appraisal, it can request
opinions from other appraiser agents. Appraisers re-
ceive more clients, and thus more pro�t, for producing
more accurate appraisals.
Let's focus in the opinion requesting part: when an

agent A does not have expertise enough to guarantee
a good appraisal for a given painting, it can buy the
opinion of other, more expert, agents. The process is
the following: �rst, agent A asks all or part of the other
agents to provide a value stating their con�dence in
the accuracy of their appraisal of the painting. Then,
A decides, upon the received con�dence values, which
agents to trust, that is, which opinions to purchase.
This is the main point where the communication of

false or misleading information can happen in the ART
testbed. An agent can declare a great con�dence in its
appraisal just to fool the requesting agent into purchas-
ing it, and then produce a very bad appraisal. This will
result in a big error in the requesting agent's appraisal
and, consequently, a big loss in its the client share. On
the other hand, the requesting agent has no way to
know what the con�dence value provided by an agent
means. It is a value over an arbitrary range that has to
be interpreted. It is perfectly possible for a given con-
�dence value to mean completely di�erent con�dence
levels for di�erent agents.

Using FCCF for Appraisal Variance

Estimation in the ART testbed

One of the main problems we faced in the construction
of our ART testbed agent was the following: given two
appraisals with variances α2

1 and α2
2, we knew the way

to combine then in order to obtain the appraisal with
the minimal expected relative error. We needed, there-
fore, a way to guess appraisals' variances departing from
the con�dence values supplied.
We solved the problem providing our agent with a

set of FCCF, one for each agent other than itself in the

environment. The structure of the �lters is very sim-
ple. They have, as input variable, the con�dence value
stated by the seller agent, and, as context variable, the
era to which the painting belongs. The �ltered variable
is the square of the relative error of the appraisal. We
will see how the �ltering module will produce, as out-
put, a correction of the con�dence value in the form of
the expected variance of the seller agent's appraisal.
Rules in the initial rule base are prede�ned by design

and serve the purpose of providing a sensible starting
point to the interpretation process. Rules in the dy-
namic rule base, on the other hand, are continuously
obtained from interactions between our agent and the
�ltered agents. Each of the rules in the rule bases, how-
ever, has the same form:

Ri : If era = Ei and conf = Ci then qError = Qi

where Ei
3 and Qi are singleton fuzzy sets over the sets

of the eras and the positive reals, respectively and Ci is
a fuzzy real number. So, for instance, if we purchase an
appraisal for a cubist painting for which the seller agent
declares to have a con�dence 0.5, and the provided ap-
praised value is 20000 but the real price of the painting
turns out to be 25000 (giving a relative error of 0.2), we
will add to our dynamic rule base the following rule: If
era = cubism and conf = 0.5 then qError = 0.04
We will have, then, a possibly large number of fuzzy

rules in this form. Now suppose that we want to con-
sider the possibility of purchasing an appraisal for a
painting of a given era e from an agent which states
that it has a con�dence c in its appraisal. How to es-
timate the variance of the appraised value?. We know
that the variance is de�ned as the expectation of the
quadratic error, so, in principle it would be enough to
gather all the interactions in which the agent has stated
the very same con�dence in its appraisal of a painting
of the same era and estimate the variance from these
data as the mean of the quadratic errors made. Unfor-
tunately, con�dence values will be, in general, scattered
along a big range of values, so we can hardly expect to
have enough of them to make the estimation accurate.
We can, nevertheless, estimate the variance computing
the output of the fuzzy system in the following way:

σ2
e,c =

∑
i πi(e) · µi(c) · TimeStepK

i · Qi∑
i πi(e)µi(c) · TimeStepK

i

(1)

where πi(e) will take the values 1 or 0 depending on
whether the era of the painting corresponding to fuzzy
rule Ri was e or not, Qi is the quadratic error corre-
sponding to fuzzy rule Ri, TimeStepi is the iteration
in which the interaction corresponding to Ri happened
(we can, then, use the parameter K to vary the relative
in�uence of the rules in the computed result, giving

3In the ART testbed, paintings can only belong to one
era, and they belong to it completely. It is possible, however,
to imagine instances of the problem where paintings could
belong, to a certain degree, to di�erent eras. Our method
is general enough to cope with this.
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Figure 3: Nico versus IAM, Neil and Frost. Bottom:
Results without �ltering. Top: Results using FCCF.

more or less importance to more recent interactions)
and µi(c) is the degree to which the value c belongs to
the fuzzy number Ci, which we compute as:

µi(c) = exp

(
− (c − C∗

i )2

AMP 2

)
(2)

where C∗
i is the central value of the fuzzy number Ci,

the width of which can be controlled by the parameter
AMP .
The implementation of the reliability calculation

module for our problem is based in previous work by
the authors (del Acebo et al. 1998). It mainly takes
into account the completeness of the rule bases (roughly
speaking, the number of rules that �re in the calculation
of the variance).

Results and Future Work

We have tested our agent, Niko, against the winner
agents in the last edition of the ART contest. A rep-
resentative set of results is shown in �gure 3. In the
lower part of the �gure we can see the performance of
our agent when no FCCF are used. Our agent believes
literally each con�dence value received and, as was to be
expected, the performance is quite poor. In the upper
part of the �gure we see the result of the competition

against the same agents when our agent uses fully its
�ltering capabilities. As can be seen, in lack of further
re�nements, FCCF situates our agent at quite the same
level as the best of them.
Our future work concerning the ART testbed will fo-

cus on two main areas. First, we want to �nd a method
to decide what appraisals to buy, given their expected
variances, in order to maximize the expectation of earn-
ings. This could also be extended to the determination
of the optimal quantity of money to be expended in the
generation of our agent's appraisals. Secondly, we want
to extend the application of FCCF to the �ltering of
reputation values provided by the agents. The good re-
sults obtained so far make us very optimistic, given the
vast room for improvement that we have yet.
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ABSTRACT
With the emergence of the web of services and the seman-
tic web, the need to find different methods of web service
selection is gaining importance. Many efforts are focusing
on the aspects of building the trust networks on the seman-
tic web as well as agent-based models to utilize the trust
in selecting the appropriate web service from a group of
available services.The main direction of the research is to
provide a model by which trust can be computed for sev-
eral service providers that are available to accomplish the
same task. In this work, we explore the concept of ’User
Expectations’. The trust is based on the rating assigned by
the user. The rating is based on user satisfaction, which
is based on the fulfilment of the user expectations. With-
out taking into consideration the original user expectations,
the assigned ratings are not objective, but rather subjective.
Thus, we propose a semantic web based model for captur-
ing the user expectations to enhance the trust rating based
on the requesting user’s own expectations. We evaluate our
approach via simulations on a simplified but realistic ser-
vice instances and past and current consumers each with
their own expectations. Our results show that using these
considerations for user expectations, service agents are able
to determine over time the best service selection for a con-
sumer.

Categories and Subject Descriptors
H.4 [Trust]: Trust propagation

General Terms
Trust, Trust propagation, Semantic web
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1. INTRODUCTION
The rapid growth of web based transactions utilizing trust

(as in eBay) has emphasized research into trust and trust
propagation.The approaches to the study of trust are var-
ious and different from each other [3]. One approach is to
propagate the representation of trust via a probability cer-
tainty distribution [14]. Others propose an atomic propa-
gation [5] model, yet another approach is to represent trust
as a vector [10]. The common between all the approaches
is the focus on the Trust Rating without considering the
other factors that may affect or improve the interpretation
of that rating. Singh and Maximilien [13] introduce a trust
model that is centered on a shared conceptualization for
QoS (ontology) and a QoS preference model that considers
consumer’s tradeoffs among qualities as well as relationships
between qualities. Lamsal [7] examine several approaches
to define trust. Bernard Barber [8] defines trust as:

1. Expectation of the persistence and fulfilment of the
natural and moral social orders.

2. Expectation of technically competent role performance
from those we interact within social relationships and
systems.

3. Expectation that partners in an interaction will carry
out their fiduciary obligations and responsibilities, that
is, their duties in certain situations to place others in-
terests before their own.

The fulfillment of a consumer’s expectation is essential
to a consumer’s satisfaction, and may indirectly affect the
repurchase intention. Kim et al [6]. Different satisfaction
models and theories have been developed in order to define
and explain the phenomenon related to consumer satisfac-
tion. The dominant conceptual model in the consumer sat-
isfaction area is the Expectation-Confirmation Theory[1, 6].
We expand on this approach to include the user expectations
in accounting for trust. User expectations are represented
semantically .

2. TRUST AND REPUTATION
Whether it is a purchase transaction conducted in eBay, or

an information transaction where a user obtains information
from a web based resource, the user must have a certain level
of trust that the transaction will be conducted correctly.
The trustworthiness of one service provider over the others
may lead the user to favor that provider. Mechanisms that
support finding trust estimations based on a community are
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called reputation systems [4]. There are two kinds of repu-
tation systems: centralized and distributed. One successful
example is eBay, where after each completed transaction,
the user can leave a rating. The ratings of the provider are
then averaged to provide an overall rating. The better the
vendor’s reputation, the more trustworthy becomes the ven-
dor. The fundamental deficiency of this approach lies in its
biases, that we can simply combine the different user ratings.
That assumes that the different users have the same frame
of reference. While this is true in case of a huge number
of user ratings, where the normal distribution would hold
true, is not valid for more practical and smaller set of rat-
ings. Many efforts address the issue of malicious ratings such
as a vendor employing others to provide false high ratings,
or to provide false low ratings of another vendor in order to
distort the other vendor’s reputation. Other efforts concen-
trated on the propagation of trust through several second-
hand sources. Few have explored what other factors can
affect the rating of a user and thus affect the computation
of the trust. One such effort is the work of [13], they intro-
duced the use of a trust model that is centered on a shared
conceptualization for QoS (ontology) and a QoS preference
model that considers consumer’s tradeoffs among qualities
as well as relationships between the qualities.

3. USER EXPECTATIONS AND SATISFAC-
TION

Merriam-Webster Online [9] offers the following defini-
tions:

Expectation The act or state of expecting : ANTICIPA-
TION in expectation of what would happen.

Satisfaction Fulfillment of a need or want.

While Cambridge offers the following definitions [2]:

Expectation noun 1 [C usually plural] when you expect
good things to happen in the future.

Satisfaction noun 1 [C or U] a pleasant feeling which you
get when you receive something you wanted, or when
you have done something you wanted to do.

To understand the relation between expectations, satis-
faction and reputation, we consider a three phase model as:

Pre Transaction Phase In this phase, the customer needs
to fulfill a list of requirements, which the customer is
seeking a vendor for, and has a list of expectations.

Transaction In the transaction phase, the customer will
select the vendor that can fulfill the requirements.

Post Transaction After the transaction has completed, the
customer is comparing the expectations that the cus-
tomer had pre-transaction with the actual transac-
tion. Those expectations can be either met or not met.
Meeting the customer’s expectations results in more
satisfaction. We use the same logic to deduce that
the customer will be more willing to give the vendor a
higher rating. The opposite will incline the customer
to give the vendor lower ratings.

This model is illustrated in Figure 1.

ExpectationsRequirements

Fulfilled?

Expectations
Met?

No Transaction

Less Satisfaction
Lower Rating

More Satisfaction
Higher Rating

No

Yes

Yes
No

Pre Transaction

 Transaction

Post Transaction

Figure 1: Transaction model

We can see that the relation between satisfaction and ex-
pectations is very strong. The more the user expectations
are met, the more satisfaction is obtained. User expectations
are different from other functional aspects of the service and
may not be directly related to the actual service. An exam-
ple would be package ordered online and shipped ground five
to seven business days. We can note the following:

Not directly related to the service Although the ship-
ping method is ground which takes five to seven busi-
ness days, user expectations is that the package would
arrive in 5 days that may include the weekend. The
user could expect the package to be wrapped not boxed.

User relative experience The user may have been used
to ordering from vendors that are nearer geographical
proximity, thus, the ground shipping actually arrives
in three days.

Current user context The user may have deadlines that
depend on the ordered package and thus, expects -
hopes- for faster delivery.

It is logical that users with shared expectations would share
similar degree of satisfaction, in contrast, those user’s rating
of the rendered service would be more relevant. The main
challenge is how to express user expectations? Further more,
how can machines understand and compare those expecta-
tions? We need to ensure that user expectations can be dy-
namically defined based on the context of usage, but at the
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same time we need to be able of relating those definitions.
The answer to represent expectations semantically.

4. USER EXPECTATIONS PROFILE
In order to simplify the representation of user expecta-

tions, we suggest that user expectations can be represented
by several pairs of elements and associated expectation lev-
els. The element and unit of measurement are also be se-
mantically expressed. The benefits of such a representation
are that different measurement units and scales can be con-
verted to each other and thus compared. We can define a
User Expectation pair as:

UE(a, l) (1)

where

a is a user expectations attribute

l is the level of expectation for that attribute

We can construct a User Expectations Profile by collecting
user expectation pairs for all relevant attributes.

UEF = (UE1, UE2, .., UEn) (2)

4.1 Comparing User Expectations
Without the ability to express the meaning of the data,

comparing two user expectations would not be possible. Two
user expectations profiles can be compared semantically. We
expect to have one of the following cases:

Explicit Match User expectation pairs with same defini-
tion in each profile, the two levels can be compared.
the two user expectations profile match the attribute.
Thus, the two levels can be compared.

Implicit Match Expectation pairs in the two user expec-
tations profiles are related through one or more other
definitions. Thus, the levels can be compared after
resolving the relation between the pairs.

Mismatch No attribute in the two user expectations pro-
files can not be explicitly or implicitly matched. In
this case, the missing pair is assumed to be neutral.

Now, let’s assume we have two users, x and y, each with its
expectation profile. To compare y ’s profile to x ’s profile, we
perform the following steps:

This process will result in a new relative user expectation:

UExy(a) = 1− |(UEx(a)− UEy(a))| (3)

Thus, the more similar is the expectations of the two users
the closer the relative expectation approaches. Consider
that user x has n attributes, while user y has m attributes,
we can apply the same to all of the user expectations to get
the relative user expectations profile:

UEFxy = Compare(UEFx, UEFy) (4)

Where:

Compare(UEFx, UEFy) = (UExy(a1), .., UExy(an)) (5)

Note that:

UEFxy 6= UEFyx (6)

As the items ignored in UEFy when compared to UEFx will
not be ignored when comparing UEFx to UEFy.

foreach expectation pair do
compare the pair;
if the pair match then

compute the inverse of the difference between
pair levels

else
if pair in UEFx, but not in UEFy then

assume the user is off by a percent, say 25%
else

if item in UEFy but not in UEFx then
igonre

end

end

end

end
Algorithm 1: Comparing Expectation Pair

4.2 User Expectation Enhanced Ratings
Assume we have two users, x and y, user y has a rating of

a service p as:

Ry(p) (7)

Using the presented approach, we can obtain UEFxy. To
compute a numeric value, we average all the pairs in UEFxy:

UEFxy =

Pn
i=1 UExy(ai)

n
(8)

Thus, the user expectations enhanced rating for user y can
be defined as:

Ryx(p) = αUEFxyRy(p) (9)

where: α: Expectations Enhancement Coefficient.

5. EVALUATION
In order to evaluate this approach, we need to create a

well defined case demonstrating how to account for the im-
pact of user expectations and examine the result with and
without using this approach.One of the most widely studied
examples of using trust on the internet is eBay. eBay im-
plements a simple rating system, for each transaction both
parties involved can leave a feed back and a rating. The
rating can be one of three values:

+1 Point For each positive comment.

0 Points For each neutral comment.

–1 Point For each negative comment.

The Positive Feedback Percentage is then calculated by di-
viding the positive feedback by the total feedback. This
simple model is greatly enhanced by applying the results of
this research.

5.1 Hypothesis
The user’s perception of trust is acquired via the provider’s

reputation, which depends not only on the objective be-
havior between the seller and the buyer contributing to the
provider’s reputation, but also on how the behavior relates
to the buyer’s expectations. The user’s perception of trust
can be enhanced by accounting for each buyer’s expectations
relatively to the user’s own expectations when assessing their
contribution to the seller’s reputation.
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Figure 2: Expectations Enhanced Rating Model

The expectations enhanced model is illustrated in Figure 2.
We will need to answer the following:

Previous buyer’s rating Data set directly obtained from
eBay

Previous Buyer’s expectations Deduced from the buyer’s
text feedback [12]. Since judging expectations is sub-
jective, we need to focus on the negative feedbacks [12,
11]. Find the key complaint and assume that the buyer
expected better.

User’s expectations Assumed to see the effects. We cre-
ate a profile based on the expectations that were found.
Showing that accounting for them improves the trust
and allows the individual to select a better match.

5.2 Experiment Steps
Given a set of eBay transactions for several sellers with:

a. past consumer’s ratings,
b. knowledge of the service past buyer’s expectations, and
c. knowledge of the current buyer’s expectations
We will find that (a) can be enhanced based on the correla-
tion between (b) and (c).
The user expectation will be deduced by individuals partic-
ipating in the experiment. They will follow the following
steps:

• For a given category,

• Read the negative and neutral comments for each seller.

• Deduce what was the expectations not met, and hence
complained about, of the user that provided the feed-
back.

• Provide the following:

1. Total number of feedback

2. Number of negative or neutral feedback.

3. Breakdown of the expectations not met per each
negative or neutral feedback.

For example, two sellers were selected. Both sellers pro-
vide goods under the ’Cell Phones and PDAs, Bluetooth
Wireless Accessories, Headsets - Wireless’ category. Both of
them have identical PFP of 96.6 percent. How can a new
buyer distinguish between them? This is illustrated in Ta-
ble 1.
By studying the negative feedback left for each sellers by

Table 1: Raw Data
Seller Positive Not Positive

positive %
Seller 1 3444 121 96.606%
Seller 2 2498 83 96.784%

other buyers, we attempt to deduce the expectations profile
of the user. We select one attribute, for example ’Level of
communications‘. Notice that the level of communication is
not part of the advertised service, rather it is an expecta-
tion. Some buyers expect quick response while others do not
care that much about it. From the sample of the feedback
collected, let’s look at the following:
For Seller 1

• Sent out the wrong item. offered an exchange if i sent
the item back.

• This earpiece doesn’t ring in my ear it has sound but
doesn’t ring in my ear.

• Slow shipping and did not contact until I contacted.
Recommend with caution.

• Didn’t come with original packaging, but good all the
same.

For Seller 2

• No contact AT ALL, sudden refund placed into paypal
acct. Bogus seller.

• Serious communication issues, very slow delivery, hard
to deal with.

• Unresponsive, they canceled transaction.

• Bad customer service, slow response, did not deliver
the item.

Applying the model we get the results in Table 2.

Table 2: Enhanced Data
Seller Communication Enhanced Enhanced

Issues not positive Positive%
Seller 1 100 221 93.970%
Seller 2 80 163 93.874%

We can clearly see that Seller 2 has a lower level of com-
munications, thus, if a new buyer has a high expectations
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for the level of communications, it is more likely that the
buyer will be disappointed. By applying the enhancement
suggested in this work, the score of Seller 2 will be lowered
based on the expectations profile and thus, the buyer will
select Seller 1. This result is illustrated in Figure 3.

92.000%

93.000%

94.000%

95.000%

96.000%

97.000%

98.000%

Seller 1 96.606% 93.970%

Seller 2 96.784% 93.874%

Positive % Enhanced Positive %

Figure 3: Results

6. CONCLUSION AND FUTURE WORK
In recent years two main developments have emerged, a

web of services and trust based approaches to select and
compose web services. In this work we have demonstrated
that ‘User Satisfaction‘ depends on meeting the ‘User Ex-
pectations‘, subsequently, the more satisfied the users are,
the highly they will rate the vendor. We have proposed
to consider ‘User Expectations‘ when obtaining trust. We
outlined how to represent user expectations semantically us-
ing RDF. We demonstrated that the semantic approach will
provide a dynamic and extensible model. We have provided
a model to compute the Expectations Enhanced Trust. This
approach has merits which will enable service agents to de-
termine over time the ‘best’ service selection for a consumer.
To further evaluate this approach, we will build an applica-
tion that will interface with eBay to collect more data. This
data can be then queried to provide better examples. We
also intend to investigate the possibility of following each
buyer to attempt to deduce the complete expectations pro-
file. This will be obtained through the analysis of all the
buyer’s feedback.
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ABSTRACT
We study the problem of agents locating other agents that are both
capable and willing to help complete assigned tasks. Each task is
defined by a vector of attribute values and an agent has pre-defined
capabilities for different task types. An agent incurs a fixed cost
for each help request it sends out. To minimize this cost, the per-
formance metric used in this work, an agent should learn based on
past interactions to identify agents likely to help on a given task. We
compare three trust mechanisms for choosing the order in which
other agents are asked for help: success-based, learning-based, and
random. We also consider different agent social attitudes: selfish,
reciprocative, and helpful. We evaluate the performance of these
social attitudes with both homogeneous and mixed groups of trust-
decision makers. Our results show that learning-based trust deci-
sions, which consider the current task characteristics, consistently
performed better than other schemes. We also observed that the
success rate of obtaining help is significantly better for reciproca-
tive agents over selfish agents.

1. INTRODUCTION
To facilitate collaboration and coordination in a multiagent sys-

tem (MAS) agents need to learn about other agents capabilities,
preferences and goals. Previous research on agent learning is lim-
ited in scope as they focused on learning tasks descriptions that
agents can or cannot solve [13]. In other words, an agent is com-
petent in one particular task type with no other skills for other task
types. In reality, however, an agent’s expertise can vary for dif-
ferent task types. Our research framework takes into consideration
varying levels of agent expertise.

The scenario we study is the following: each agent is assigned
the same set of tasks where each task is described by a set of
attribute-value pairs. Given a task description, an agent needs to
find another agent to help it complete the given task. Each agent
can perform only a subset of the task types and have varying com-
petency levels for the task types it can perform. The expertise of
an agent for different task types is represented by a decision tree
defined over the space of domain attributes. Finding an agent that
can help depends on the task at hand and an agent must be able to

Permission to make digital or hard copies of all or part of this work for
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not made or distributed for profit or commercial advantage and that copies
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locate such a collaborator quickly. We assume that the asking agent
incurs a fixed cost for each help request and need to minimize this
cost by locating, with few requests, an agent capable and willing
to help. Agent expertise is not advertised and hence an agent does
not directly know the expertise of the other agents in the system.
Over time an agent’s expertise and social attitude can be learnt and
the corresponding expertise model built using past interactions with
that agent. The learning goal is to map from any given task to an
ordering of the set of agents by their likelihood of helping with that
task. We refer to this mapping as a trust decision mechanism. An
agent would like to quickly form these trust decisions while keep-
ing the learning cost at a minimum.

An agent requesting for help expects that the asked agent would
help if it can achieve the corresponding task, but this is not always
the case. We refer to an agent’s attitude towards help request as
its social attitude. In our work, we evaluate these social attitudes:
helpful, selfish, and reciprocative. Some other factors that deter-
mine if a help request would be honored include the ability of the
asked agent to do the task, past interactions between the asking and
the asked agent, etc.

We emphasize that the trust decision mechanism and hence the
order in which agents are asked for help is instrumental in deter-
mining the total asking cost incurred by the asking agent. To min-
imize this, learning can be used. We compare a heuristic, success-
based scheme based on frequency of past helps, with a more so-
phisticated learning-based scheme, which identifies agents that are
likely to help for given task types.

We evaluate and compare the effectiveness of different trust mech-
anisms and a random agent selection scheme for minimizing asking
costs for agents. We varied other parameters that affected the ex-
pertise levels of agents and evaluated the corresponding effects on
their performance.

The rest of the paper is organized as follows: Section 2 discusses
the related work. Section 3 describes the environment modeled
and describes in detail the various agents, including their decision
making processes, social attitudes, and expertise modeling. Sec-
tion 4 present experimental results and analysis. Finally, Section 5
presents conclusions and possible future work.

2. ENVIRONMENT AND AGENT MODEL
In this section we present the model of our environment and de-

tails about agent properties and strategies. We simulated an envi-
ronment where agents are assigned a set of tasks. Agents seek help
from other agents to perform an assigned task. The asking agent
incurs a fixed cost for every help request (“asking cost”). The goal
of each agent is to minimize total asking cost. To achieve this an
agent must locate, with as few attempts as possible, another agent
that can and will provide help with an assigned task.
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The cost to an agent for completing a task is based on the exper-
tise of that agent for that task type. The ability to perform a task is
dependent on the agent’s expertise, which is modeled by a decision
tree. For a given task description and a decision tree, a boolean
response is generated. If the response is positive, we use the length
of the path from the root to the leaf for that task description as
a rough measure of the agent’s expertise for that task. The deci-
sion to help another agent is based on the agent’s social attitude,
e.g., agents may be selfish, reciprocative, etc. The expertise of an
agent in the environment is private information to that agent. Hence
agents need to learn the expertise model of other agents from ex-
perience and subsequently use the learnt knowledge to build a trust
decision mechanism.

2.1 Environment
The environment is formally defined as E = (A, T, Ca, E),

where

• A = {a1, a2, . . . , an} is the set of agents.

• T is the set of Task description, where each task t ∈ T is
defined as a set of pairs {(a, νa)} of attribute-values. For
fairness of evaluation, each agent is assigned the same set of
tasks.

• Ca is the asking cost per help request.

• E is set of Expertise where eiεE corresponds to the decision
tree representing the capabilities of agent ai.

2.2 Task Description and Competency
A task is described by a set of attribute-value pairs. Task de-

scriptions are randomly generated based on the attributes and the
corresponding domains.

2.2.1 Domain Attributes
The attributes and corresponding values that we have used in

our model corresponds to the problem of searching for goods or
services:

Tasktype: This indicates the task to be performed. It can be used
to represent any goods or services.

Priority: Reflects the time constrains on goods and services.

Quality of service: Indicates the quality of goods or services that
is acceptable.

Help duration: The time commitment required for the task.

Advance notice: Time until the task has to be completed.

Quantity: Units of goods/services required.

Help cost: This indicates what an individual is prepared to pay for
getting help from another.

Preference: Level of bias or importance for the task.

To expedite experimentation, we have limited the possible alter-
native attribute values to three for each attribute.

2.2.2 Task Competency
Each agent possesses a given expertise profile which determines

if it is able to perform any given task and the corresponding cost.
The expertise profile is encoded by a decision tree that determines
its varying level of expertise over task types. An agent’s decision
tree represents the task descriptions that are known to the agent. A
path from the root to any leaf in the tree and the outcome of this
path determines the expertise of the agent for tasks matching the
description specified by the conditions on that path. The outcome
of leaf labels is determined probabilistically. Decision trees are
effective representations of agent expertise because they can repre-
sent, in an accessible format, disjunctions of conjunctions. When a
task description is presented to an agent, it simply traverses its de-
cision tree based on the task attributes values and finds a decision
at a leaf node: true, if it can do the task or false, if it can not.

We build these decision trees, representing agent expertise, ran-
domly from attributes and attribute values. The decision-tree con-
struction algorithm presented in Algorithm 1 gives control over two
important features of the constructed tree:

Algorithm 1: Decision Tree Construction Algorithm
Function DecisionTree(attribs,Psuccess,Pleaf)
return decision tree
set of attributes with corresponding values: attribs
probability of agent capable of doing task: Psuccess

probability of a leaf node: Pleaf

{
if Pleaf then

if flip(Psuccess) then
return +

else
return -

else
if no attribute left then

if flip(Psuccess) then
return +

else
return -

else
att← Choose-attribute(attribs);
m← make-node(att) ;
attribs← attribs - att ;
left node(m)←
DecisionTree(value(att,left),
attribs,Psuccess,Pleaf);
mid node(m)← DecisionTree(value(att,
mid), attribs,Psuccess,Pleaf);
right node(m)←
DecisionTree(value(att,right),
attribs,Psuccess,Pleaf);
return m

}

Outcome: We use a probability, Psuccess, to represent the likeli-
hood that an agent can do an arbitrary task. Using Psuccess

we can control the types of task an agent can perform.

Tree depth: We use a probability, Pleaf , to control the depth of
the trees. A deeper, compared to a shallower, tree implies
that an agent is more specialized in tasks.

Given a task description, the combination of the matching path
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from the root to a leaf in its decision tree and the corresponding out-
come determines the expertise level of an agent for that task type.
The cost to an agent for doing a task is inversely proportional to the
length of the path in its decision tree matching the task description.
For example, if an agent only matches just one feature in a given
task description, signifying only general-level expertise in the task,
the incurred cost is a maximum; on the other hand, if it matches all
the task features, signifying the most and specific expertise for the
task, then a minimum cost is incurred1. Similarly, the asking agent
can calculate the cost it incurs if it had to do the task.

2.3 AGENT DECISIONS
The focus of our work is increasing the efficiency of trust deci-

sions for locating another agent who is capable and willing to help
with an assigned task. To emphasize and evaluate the efficiency of
trust strategies, we require our agents to seek help for an assigned
task even if it has the ability to complete it. Put another way, an
agent can always benefit if another agent performs a task on its
behalf. An agent’s response to a help request is influenced both
by its expertise level and its social attitude towards helping. For
representing trust decisions, though it may be possible to develop
separate models for agent expertise levels and social attitudes, we
believe it is sufficient to develop a combined model that predicts an
agent’s response given a task description. The performance of an
agent depends on how effectively it is able to learn accurate help-
giving behaviors of other agents in the society.

2.3.1 Social Attitudes
We use three types of agents to represent the social attitudes

commonly found in a society:

Helpful agents: These agents help any asking agent irrespective
of the attitude of the asking agent towards them. They are
susceptible to exploitation.

Selfish agents: These agents request help but never accept help re-
quest. They can benefit in the presence of helpful agents by
exploiting their benevolence.

Reciprocative agents: These agents use the balance of cost and
savings to determine whether to accept a given request for
help. The actual probabilistic decision policy used is based
on Sen’s work [16] and is presented below.

Reciprocity model:
Reciprocity involves the mutual or cooperative exchange of fa-

vors or privileges. We modeled this social attitude by using the
framework provided by Sen [16]. They proposed an adaptive and
tunable reciprocity scheme as shown in Equation 1

The cost incurred in carrying out the task in Equation 1 depends
on the expertise of the helping agent and the current task type. The
possibility of a reciprocative agent helping another agent is depen-
dent on the outcome of the probability function shown in Equation
1. The use of balance of cost as an input to the function incorpo-
rates the influence of past interaction history between the asking
and the asked agent on the helping decision. The function shown in
Equation 1 is a sigmoidal function where the probability of helping
increases as balance increases and decreases with increasing task
cost. A higher value of β makes the agent more inclined to help
initially while τ can be used to control the steepness of the curve,
1This is only a rough, plausible measure for generating task costs
to simplify our implementation. Other, more elaborate, knowledge-
based cost functions can be used, and should not affect the perfor-
mance of our trust mechanisms.

Pr(i, k, l) =
1

1 + exp
Ckl

ij
−β·Ck

avg−Bki

τ

(1)

where

Pr(i, k, j): the probability that agentk will carry out task
tij for agenti,

Ck
ij : the cost of carrying out tij for agentk,

Ck
avg: the average cost of tasks performed by agentk,

Bki: the balance of cost, i.e., the difference in savings ob-
tained and the extra cost incurred by agenti from agentk

over all previous interactions,

β, τ : constants with which the social attitude can be tuned.

e.g., make it a linear or a step function (corresponding to determin-
istic decision threshold).

Over time, a reciprocative agent can adapt to different help atti-
tudes with the other agents in the environment [16]. This character-
istic of the above-mentioned helping decision mechanism makes it
suitable for our work since in our environment agents would inter-
act with agents of varying social attitudes.

2.3.2 Decision Mechanisms for Soliciting help
Agents need to carefully decide who to ask for help given a task

at hand. When presented with a task, an agent can use its trust deci-
sion mechanism to decide on the best agent to request help. Every
request is associated with a cost called “asking cost” and the agent
wants to minimize the total asking cost. The trust-mechanisms for
soliciting help we have used are:

Random: An agent using this baseline mechanism randomly de-
cides who to ask for help.

Success-based: This trust-mechanism makes help-soliciting deci-
sions using the history of interactions with other agents. The
agent keeps track of the frequency of help received from
other agents and orders the agents based on the frequency
of help received. Agents in the list are asked in decreasing
order of this frequency until one agent agrees to help.

Learning-based: This trust-mechanism model another agent’s help-
giving decision for each task type from previous interactions
with that agent. For a given task, the asking agent uses the
model to predict the likelihood of the other agents helping
with that task. We use the nearest neighbor algorithm to de-
termine these likelihoods. The asking agent then asks other
agents in decreasing order if these likelihoods until one agrees
to help.

The latter two approaches depend on experiences from previous
interactions in making help-seeking decisions. To enable them to
make decisions at the onset of the experiment, when little or no
interaction history is available, these decisions are made at random
until a fixed number of interactions have occurred with each agent.
The learning scheme is then applied to subsequent decisions.
Nearest Neighbor algorithm:

In the nearest neighbor algorithm, past classified training in-
stances are stored as a model and new queries are answered by
finding the nearest point(s), using some distance metric, and then
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classification of those point(s) are used to compute the classifica-
tion of the query point. In our domain, past experiences for each
positive and negative response from other agents are stored as part
of the model and new queries are mapped to most relevant past ex-
periences to predict an outcome. The challenge in this approach is
determining an acceptable neighborhood for an input instance. If
the neighborhood is too small it would not contain any data points,
while if it is too large it may include all the stored data points re-
sulting in a prediction that is not very accurate and is the same
everywhere. A solution to this problem is to define the neighbor-
hood to be just large enough to provide a meaningful estimate by
including the k nearest points. We used an iterative procedure to
determine an acceptable neighborhood.

Various distance metrics, D(m,n), used to compute the distance
between m and any other point n, have been studied in literature
such as the Hamming distance (defined as the number of features
on which m and n differ), a special case of Mahalanobis distance,
and Manhattan distance. We have chosen to use the least mean
square metric in determining the distances between points. To use
this approach we need to map each attribute value to a real number
and then use Equation 2 to evaluate the distance.

D(m, n) =

v

u

u

t

N
X

i=1

(mi − ni)
2 (2)

where
mi and ni: values for attribute i for the query point m and
the stored point n respectively.

N: total number of attributes.
Predicting an agent’s response

We utilize both positive and negative response from that agent in
the past for modeling an agent’s decision mechanism and predicting
response. We use the nearest neighbor approach to determine the
likelihood of an agent accepting a help request to the current task
description. Previous acceptance and denials of help request of the
ith agent, agenti, is stored and indexed by the corresponding task
descriptions. Given a new task description, m, we find the k nearest
stored points, K, in the task space and the probability that agenti

will agree to help with this task is calculated as

Pr(i, m) =

1
P

j∈K+ D(m,j)

1
P

j∈K D(m,j)

(3)

where K+ is the set of positive responses in K. The probabil-
ity function, Equation 3, is a weighted nearest neighbor algorithm.
Therefore, as the number of positive responses from an agent in-
creases and the sum of distances decreases, the predicted probabil-
ity of help increases. Agents with higher predicted probability for
helping are approached before approaching others

3. EXPERIMENTAL RESULTS
We conducted a series of experiments to study the effects of so-

cial attitude of an agent and trust mechanisms for modeling other
agents’ helping decisions. Our goal is to evaluate if agents can
effectively learn to select which other agent to trust given an as-
signed task. We use the “asking cost” as our primary performance
metric and the t-test to determine if observed performance differ-
ences between the algorithms are statistically significant. Our ex-
periments have been run using two environments: a homogeneous
environment where all agents use similar trust mechanisms, and
a heterogeneous environment where different agents use different
trust mechanisms.

3.1 Experimental setup
We simulated an environment with 10 agents, where each agent

is assigned the same set of 3000 tasks for fairness of comparison
and a value of k=5 is used in the nearest neighbor algorithm. The
results are averaged over 10 runs.

As indicated earlier, our environment comprises of agents with
three different social attitudes. Helpful agents represent an ideal
case and we shall use that as our basis of comparison and analysis
of the selfish and reciprocative agents.

3.1.1 Homogeneous Environment
We first compare performances of the agent social attitudes us-

ing similar trust mechanisms. Next we compare performances of
each social attitude using different trust mechanisms and analyze
the effects of increasing Psuccess. Finally, we vary the percentage
of selfish agent in a group of selfish and reciprocative agents.
Effect of Decision mechanism: We derive the following conclu-
sions from results presented in Table 1 with different homogeneous
groups as well as mixed groups of reciprocative and selfish agents
using different trust decision mechanisms:

· Helpful agents perform better than the other types of agent
with each trust decision mechanism. This is because these
agents always accept help requests. The drawback to this
approach is that it will not be effective in open groups which
can contain exploitative agents.

· In groups comprising selfish and reciprocative agents, recip-
rocative agents identifies the presence of selfish agents and
rarely help such agents. The calculated rate of success to
asking cost from these tables show that 0.038% of request for
help from selfish agents are honored irrespective of the trust
mechanism used. The reciprocative agents’ success rate is
best with learning-based trust. Reciprocative agents are also
able to generate significantly more help than selfish agents.

· The failure of selfish and reciprocative agents to match the
success rate of helpful agents is because they do not honor
all help requests.

With increasing Psuccess all trust schemes do better. This is be-
cause as agent expertise increases, so does the number of tasks that
can be completed.

The performance of agents depends on how well they are able
to learn effective trust policies. In general, all social attitudes ex-
cept for selfish agents perform better when the trust mechanism
is learning-based except for selfish agents. Selfish agents perform
better using random trust mechanism. This is due to its social at-
titude. Selfish agents do not help others and after a while other
agents learn not to help them. Within a few interactions with other
agents the selfish agents using other trust mechanisms besides ran-
dom have identified who to request help from. But they fail to
realize that other agents have also discovered that they are selfish
and would refuse to assist. As agents who originally helped may no
longer help, it might be just more effective to ask randomly. The
selfish agents can increase savings by using random selection as
long as all the other agents have not learnt that the asking agent is
selfish.
Effects of varying Psuccess: Our next series of experiments is aimed
at observing how the performance of agents using similar trust
mechanisms varies with increasing expertise levels in the system.
We expect that with increasing agent expertise more task descrip-
tions would be solved and this will lead to a reduction in total ask-
ing cost.
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Asking Cost Successes Help offered
L-based Ave. Std Ave. Std Ave. Std
Helpful 9740.5 167.2 2493.1 24.9 2493.1 327.2

Sel. 27318.2 82.2 10.6 0.1 0.0 0.0
Reci. 19881.7 2565.8 1134.4 348.7 1137.0 375.4

Mixed 21369.0 2965.7 909.6 414.9 1137.0 375.4
Asking Cost Successes Help offered

Random Ave. Std Ave. Std Ave. Std
Helpful 13978.6 154.8 2493.1 24.3 2493.1 420.4

Sel. 26957.3 0.7 10.4 0.05 0.0 0.0
Reci. 21828.9 1681.2 1147.6 353.5 1150.2 382.9

Mixed 22854.6 1969.4 920.1 420.3 1150.2 382.9
Asking Cost Successes Help offered

Success-based Ave. Std Ave. Std Ave. Std
Helpful 13807.5 182.5 2493.1 24.3 2493.1 1118.4

Sel. 27416.5 55.3 10.4 0.2 0.0 0.0
Reci. 20738.9 2682.5 1090.5 402.50 1093.1 428.8

Mixed 22074.5 2996.5 874.5 456.8 1093.1 428.8

Table 1: Averages and Standard Deviation of asking cost, number of requests honored (successes) and number of helps offered,
for each trust decision strategy (L-based: Learning-based, Sel.:Selfish, Reci: Reciprocative, Mixed: Sel and Reci.); Psuccess = 0.2,
Pleaf = 0.5, Number of Tasks=3000, Number of Agents=10, and Number of Runs=10.
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Figure 1: Average Asking Cost for helpful agents with varying
Psuccess; # Tasks=3000, Pleaf =0.5, and # Runs=10.

We plotted results when varying the outcome probability, Psuccess,
in the range of 0.1− 0.3, for each social attitude and different trust
decision mechanisms. From Figures 1 and 2, we conclude the fol-
lowing:

· With increasing Psuccess the average asking cost decreases
for helpful agents irrespective of the trust mechanism. The
askingcost/success is lowest for learning-based, and high-
est for random.

· With learning and success-based schemes, the performance
of selfish agents improve initially with increasing Psuccess

but then worsens for Psuccess > 0.2. The performance
of random trust mechanism for selfish agents is consistent
throughout the probability range but is lower than other al-
gorithms.

· Reciprocative agents perform better than selfish agents and
random trust schemes perform worse than the others. The
performance of learning-based trust mechanism begins to worsen
for Psuccess = 0.25, though not as markedly as for selfish
agents. An increase in Psuccess increases the number of pos-
itive responses from a given agent. This results in an increase
in the frequency of help request to those agents and corre-
sponding help response. Consequently, there is a race con-
dition between savings in cost and incurred cost, which pro-
duces a fluctuating trust relationship between agents. This
accounts for the slight performance worsening at higher val-
ues of Psuccess.

3.1.2 Varying number of selfish agents in a system of
selfish and reciprocative:

We ran experiments varying the percentage of selfish agents in
the group. We initially ran experiments with two selfish and eight
reciprocative agents. Subsequently, we varied the percentage of
selfish agent from 0%− 60% to observe and analyze the effects of
this change on the performance of all agents.
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Figure 2: Average Asking Cost for (a) reciprocative and (b)selfish agents with varying Psuccess; # Tasks=3000, Pleaf = 0.5, #
Runs=10.
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Figure 3: Average Asking Cost with Varying Number of Selfish
Agents; Psuccess=0.5, # Tasks=3000, # Runs=10, # Agents=10.

From Figure 3 we observe that reciprocative agents are able to
consistently perform well until the percentage of selfish agents in-
crease beyond 40% of the agent population, when their perfor-
mance slightly deteriorate. The primary reason for this trend is
that the number of expert agents willing to help given the set of
tasks become small. This observation is consistent throughout the
various trust mechanism used.

3.1.3 Groups with heterogeneous trust schemes
We also wanted to study how agents would perform if the trust

decision mechanisms were not the same for all agents in the system.
We ran experiments with 11 helpful agents where the learning and
success-based trusting schemes were used by four agents each and
the remaining three agents randomly selected agents to ask for help.
The results are presented in Table 2. Using the ratio of asking cost
to success we find that the learning-based trust schemes performs
better than the other algorithms in the system even though they have
the lowest number of successes. The differences in success rate,
however, are not statistically significant.

4. RELATED WORK
Mulitagent systems are studied to help us understand how agents

should behave in the presence of other agents. These interactions
might be either cooperative, competitive or simply co-existential in
nature. With the need to coordinate their actions, agents should be
able to communicate with one another and learn from their inter-
actions. The issue of effective coordination has been an on-going
concern in the multiagent systems community. Researchers have
worked on developing effective communication protocols and effi-
cient learning algorithms in different social environments. One of
the most challenging issues in open multiagent environment is the
issue of trust and reputation among agents [5, 14, 17, 19, 11, 7].
Therefore, one of the critical research issues in multiagent systems
involves how we learn to trust other agents and how we build and
maintain reputations in an agent society.

The application of learning to the problem of trust and reputation
management has received increasing attention from researchers in
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Fun. Type Asking Cost Successes Help offered Askingcost

Success

Ave Std Ave Std Ave Std
Success-Based 13038.6 66.9 2520.5 17.6 1610.2 535.2 5.173
Learning-Based 10608.3 747.8 2440.7 76.6 3518.2 2301.8 4.346

Random 15506.4 386.2 2498.7 40.7 2275.8 1412.7 6.206
Combined 12827.9 2002.5 2485.5 62.6 2485.5 1803.7 5.161

Table 2: Averages and Standard Deviation, Agent= helpful, Function Type= mixed group (4-success-based, 4-learning, 3-random),
Psuccess=0.2, Pleaf =0.5, # Tasks=3000,# Runs=10.

intelligent systems and game theory [2, 4]. We now discuss some
learning algorithms that have been used for this purpose in multia-
gent systems and some representative applications of these learning
algorithms.

Fullam [9] has shown how environmental rewards can be used
to learn comprehensive trust strategies. Q-learning is a well known
reinforcement learning approach that associates actions with ex-
pected rewards (that is the difference between decision benefits
and decision cost)[18] . In Fullam’s work, the loss incurred by
interacting with unreliable agent is mitigated by first obtaining rep-
utation information of the agent. Therefore, the agent only losses
reputation cost rather the cost of goods/services exchanged, which
is much higher than reputation cost. Her work also identifies in-
terdependencies which exist since agents can influence each other
by exchanging reputation. To reduce such interdependencies, as-
sumptions are introduced and rewards are attributed to the decision
which facilitates reinforcement learning of trust decision strategy.

Other researchers, such as Sen [15], showed that adaptive prob-
abilistic reciprocity strategies can be used to develop and sustain
trust and cooperation between self-interested agents. Even though
reciprocity does not address the problem of task specific learning
we are interested in, it shows how trust relations between agents
can be developed and sustained in order to facilitate efficient de-
cision making and identify exploitative agents in a system. Sen’s
work showed that this probabilistic reciprocity scheme generates
stable and cooperative relationships between self-interested agents
with a fair distribution of the workload. Such reciprocal exchanges
also improve both individual and group performances in the long
run.

Our work could be seen as a blend of Fullam and Sen’s work.
We used the adaptive reciprocity strategy by Sen to develop and
maintain trust relationship between agents, with emphasis on task
specific relationship. We also used learning to develop trust mod-
els which agents use as a basis for initiating interaction with other
agents.

In competitive situations such as negotiation and bargaining, agents
interact without complete information about others preferences. They
do not know what offers are acceptable to other agents or other
options that might be available to them. Given such a scenario,
an agent can benefit from learning its opponent’s decision model,
which can be effectively used to optimize its utility. Saha et al. [12]
study a negotiation framework similar to the screening game [6], a
bargaining and negotiation scenario. In the screening game, one
agent has full information about the item being negotiated and an-
other agent, without this information, makes an offer which may or
may not be acceptable to the first agent. Saha et al. use a buyer-
seller environment. The buyers’ are constrained by incomplete in-
formation of sellers’ decision policy but are required to make an
offer that is equally acceptable to both parties. The authors devel-
oped an efficient on-line model learning algorithm using a family
of orthogonal polynomials. The algorithm can incrementally de-

velop better models with increasing observations and will converge
to the actual model given infinite samples from the decision func-
tion. They were able to show that, for most environmental set-
tings, this modeling approach outperforms representative bargain-
ing heuristics such as risk seeking buyers, step buyer, etc.

Carmel and Markovitch [3] used a model-based approach where
an opponent’s strategy is modeled as a finite automaton and learned
from experience. The drawback to this approach is that it is NP-
hard to find the smallest finite automata consistent with a set of
examples. They propose a heuristic algorithm for learning the min-
imal automata consistent with the opponent’s behavior by using the
“Ockham’s razor” principle.

Learning to cooperated in iterated games have been studied widely
in the game theory and social sciences literature [1, 8, 10]. These
approaches, however, typically address repetitions of stylized, ab-
stract games and does not support task descriptions and task-specific
interaction decisions which is the focus of the current work.

In most multiagent systems, agents lack complete knowledge
of the environment as well as preferences, strategies, etc, of other
agents. Even with incomplete information agents must be able to
maximize their utility. In our work each agent in the environment
have skills that other agents are not initially cognizant of. But these
agents must be able to discover models of the capabilities of other
agents based on interaction experiences and then use these models
to optimize their performances.

5. CONCLUSIONS AND FUTURE WORK
We are interested in enabling agents to learn to form trusted, co-

operative relationships with other agents in stable environments.
While previous work in MAS addressed forming complementary
coalitions, we addressed the problem of quickly identifying collab-
orators based on specific task attributes. When cost for asking help
can be time-consuming or costly, it is necessary for agents to or-
der probable collaborators by the likelihood of their being willing
and capable of helping with a given task type. One could develop
a “model-based” approach which separately learns, for each agent,
its expertise for different task types and its social attitude towards
providing help. We preferred a “model-free” approach which com-
bines these two decisions and learns to predict the probability that a
given agent will agree to help with a particular task. Such a trust de-
cision scheme can be developed and enriched incrementally from
experience and can significantly reduce communication cost and
time taken to find useful collaborators in a multiagent society.

We compare our task-attribute based trust decision learning scheme
with a success-based approach and a random selection procedure.
We conducted series of experiments to observe the performances
of these agents in different environment settings and we highlight
the following conclusions:
· Helpful agents generally perform better than agents with other

social attitudes in homogeneous groups. This difference is
highest when the trust mechanism used is learning-based.
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The drawback to this social attitude is that it will perform
poorly in open groups.

· Selfish agents have very limited success in obtaining help
from reciprocative agents and their success percentage is in-
dependent of the trust mechanism. These agents tend to per-
form slightly better when the trust mechanism is random.

· Reciprocative agents are able to perform consistently well
in groups with mixed social attitudes until the percentage of
selfish agents increases beyond 40%. Their performance im-
provement with increasing competencies of agents in the so-
ciety is more than that of selfish agents.

· Learning-based approach dominates all other trust decision
mechanisms while reciprocity social attitude dominates self-
ish.

In this paper we have used myopic selfish agents who never help
and are therefore more easily identified and ignored by reciproca-
tive agents. More sophiticated selfish agents may help infrequently
to avoid social backlash. Correspondingly more sophisticated re-
ciprocative strategies can be devised to identify such smarter self-
ish agents. While the space of possible selfish and reciprocative
strategies are infinite, we can easily design reciprocative agents
with provable, bounded worst-case behavior. The actual system
dynamics and agent performances depend on the mix of strategies
used in the system.

In the future we intend to use more sophisticated learning mech-
anisms to reduce the cost of locating collaborators. In particular,
more comprehensive learning schemes that can handle continuous
and nominal attributes, needs to be used for practical scenarios. We
plan to incorporate referrals and other information sources besides
direct experience in the trust decision scheme. An interesting av-
enue would be to evaluate the effect of differing tasks costs from
the requesting and asked agents’ perspectives. The scale-up prop-
erties of our model and the effect of dynamic changes in the agents’
capabilities can be studied.

Acknowledgment: US National Science Foundation award IIS-
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   ABSTRACT 
 

In large-scale multi-agent systems (MAS) the ability 
of such agents to form coalitions of trusted partners 
and reputation networks is vital to autonomous 
operation. This paper investigates the dynamic 
formation of cooperative communities within a 
simulated MAS. In particular this work considers the 
requirements for stable high-trust coalitions to self-
organise and survive, while some percentage of 
agents in the population is defecting. A model of 
dynamic group formation is presented which enables 
the rapid formation of a self-organising cooperative 
agent community. The results presented indicate that 
by utilizing a self-reinforcing cooperative trust 
model, a very high degree of resilience to 
perturbation and defection can be achieved. A 
number of critical parameters are investigated which 
indicate a phase transition in the formation and 
resilience of the cooperative structures that emerge. 

 
Keywords: Autonomous Agents, Trust, Adaptive Behaviour 
 
1. INTRODUCTION 
In any distributed MAS whenever an agent receives a 
message from another agent there is the question of to what 
extent it can trust the information or intention of that agent. 
It may be reasonable to assume that the sending agent 
belongs to a trusted community and has an authenticated 
identity. However the information it supplies may be 
unreliable, or the agent may have been compromised, or it 
may have decided to defect during this transaction. We 
define defection as any action that is detrimental to the 
utility of the recipient agent.  
 
 
 
 
 
 
 
 

The aim of this paper is firstly to investigate the 
possible strategies a MAS community may adopt in order to 
build a community of cooperating agents with a high degree 
of communal trust. The second aspect is to determine what 
processes or strategies assist in reducing the impact or cost 
of defecting agents.  

The application domains of most interest are those with 
open communities of agents or where the reputation of the 
agent has commercial value and is therefore an incentive 
for agents to distort their reputation in the community. This 
is of value as many MAS now include open systems such 
as peer-to-peer applications [Aberer & Despotovic 2001]. 
In the majority of multi-agent applications there is the need 
for a distributed community of agents to establish networks 
of trust and reputation [Yu & Singh 2003].  

A significant body of work has also emerged in agent 
based network authentication systems [Helmer et al. 1998], 
and reputation development between agent brokers in e-
commerce systems [Braynov & Sandholm 1999]. In related 
work the fundamental question has been raised of what 
level of resources an agent can afford to allocate to the task 
of determining another agent’s reputation [Ghanea-Hercock 
2004].  

1.1 The Problem 
While agent reputation systems [Abdul-Rahman & Hailes 
2000], and [Yu & Singh 2002] have been extensively 
reviewed there is still a lack of understanding in terms of 
how processes of trust and reputation evolve dynamically 
over time. In addition there is an implicit and mistaken 
assumption that bolting on some classic security 
mechanisms will make a MAS secure. This work therefore 
follows the concept of social processes of trust construction 
as set out by Yu and Singh: 

“Social mechanisms complement hard security 
techniques (such as passwords and digital certificates), 
which only guarantee that a party is authenticated and 
authorized, but do not ensure that it exercises its 
authorization in a way that is desirable to others.” [Yu and 
Singh 2003]  

What is required are mechanisms for filtering agents 
that have defected out of the population, or reducing the 
frequency with which they are allowed to interact with 
agents that cooperate. This work assumes that for any agent 
there is a variable probability that it may defect or 
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cooperate. The agent decides which action to take at each 
step based on its expected payoff from that action. This 
follows the extensive work on spatial iterated prisoners’ 
dilemma and similar research [Nowak & May 1992]. 

1.2 Trust 
This section outlines what is meant by trust in the context 
of software agents. Much work has addressed the notion of 
trust in computational systems, such as [Marsh 1999], 
[Castelfranchi & Falcone 1998], or the early work on 
evidence based reasoning [Shafer 1976]. One working 
definition of trust has been suggested by Marsh: 
“…trust, (or symmetrically, distrust) is a particular level of 
the subjective probability with which an agent will perform 
a particular action, both before he can monitor such action 
(or independently of his capacity to monitor it) and in a 
context in which it affects his own action." [Marsh 1999] 

A parallel body of work is the study of agent group 
formation managed by processes of trust, such as that 
identified by [Griffths & Luck 2003]. They suggest a clan 
style agent collective process, within which agents 
experience mutual benefit. A second important approach is 
that of [Jonker & Treur 1999] which considers the dynamic 
evolution and adaptation of trust within individual agents. 
For example: 
“Each event that can influence the degree of trust is 
interpreted by the agent to be either a trust-negative 
experience or a trust-positive experience. If the event is 
interpreted to be a trust-negative experience the agent will 
lose trust to some degree, if it is interpreted to be a trust-
positive, the agent will gain trust to some degree”. [Jonker 
& Treur 1999] 

This work is similarly concerned with how an agent 
dynamically modifies its own trust perception of social 
interactions and events. This adaptive shift in an agent’s 
degree of trust forms the basis for the trust algorithm 
presented in section 3 of this paper. 

1.3 Hypothesis 
The primary hypothesis of this work is that for large-scale 
MAS to become resistant to defection there is a critical 
threshold for the size of cooperating clusters of agents. In 
order for a set of agents to achieve a stable cooperative 
cluster they require two parallel processes, as follows: 
i. Each agent dynamically updates its internal measure of 
trust for every agent it interacts with, using the rules 
defined in section 3. 
ii. Each agent requires sufficient internal memory of recent 
interactions to remember if a specific agent is likely to 
cooperate or defect. 
 This concept is elaborated upon in section 2. Of course 
any MAS first require mechanisms that enable the 
formation of cooperating groups. In related work [Ghanea-
Hercock 2004] used a tag based selection scheme in order 
to enable agents to determine whether to trust other agents 
with minimal cost as the criteria. (Where a tag is defined as 
any unique attribute displayed by an agent [Holland 1993]). 

(See [Riolo 1997] for a broader discussion of tag processes 
in agent systems.)  

  It was proposed that it is economically efficient for 
most agents to utilise a “passive trust” process. By this is 
meant that an agent preferentially selects which agents to 
interact with on the basis of a similarity metric applied to 
the other agent. In contrast if an agent has access to a 
centralized or global resource, then it would normally be 
required to perform an active trust assessment of every 
agent that requests an interaction. In this work no tag 
selection process is used and the agents use a dynamic trust 
threshold process to determine which agents to interact 
with, i.e. trust is reinforced by cooperative interactions, and 
degraded by defections. This simplifies the model and 
removes the option for agents to forge useful tags. 

Section 2 describes the background theory to trust 
formation in agent systems. Section 3 covers the specific 
model developed for this work. Sections 4 and 5 outline the 
results and conclusion from this model. 

2. THE CONSTRUCTION OF TRUST 
In general an agent has three methods for establishing to 
what degree another agent can be trusted. It can request an 
evaluation by a trusted third party (TTP) or referral agency, 
or query a number of agents for reputation information. 
Thirdly it can build an internal model of the trust status of 
an agent based on its own memory of past interactions and 
predicted future behaviour. 

Any internal assessment normally requires a long term 
memory of previous interactions with the agent and/or 
information from N other agents that may have referral 
information regarding the trust status of the agent in 
question [As suggested in the work by Yu & Singh 2002]. 
They also point out the cost issues associated with an agent 
making such a judgment. The implication is that trust 
operates on a macro-scale in determining the strength of an 
interaction process between agents. In the case of a 
distributed peer-to-peer (P2P) model [Aberer & Despotovic 
2001], pervasive computing (e.g. swarm agents [White & 
Paguerk 1999] or smart dust [Hill et al. 2000]), a 
centralized TTP may not be available, hence the agents are 
forced to rely on locally available knowledge. 

2.1 Related Work  
The primary model for this class of problem has been the 
spatial iterated Prisoners dilemma. This assumes a local 
interaction model in which each individual plays the 
prisoner's dilemma with his or her neighbors, [Nowak and 
May 1992]. Using a spatial model in which local 
interactions occur between individuals occupying 
neighboring nodes on a square lattice, then stable 
population states for the prisoner's dilemma depends upon 
the specific form of the payoff matrix.  Depending on the 
payoff matrix values the dynamics of local interaction can 
lead to a world constantly in flux or equilibrium. In the case 
of dynamic parameter values, regions occupied 
predominantly by Cooperators may be successfully invaded 
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by Defectors, and areas occupied by Defectors may be 
successfully invaded by Cooperators. In this state, there is 
no "stable strategy" in the traditional dynamical sense. 

Related work on models of social dynamics using 
cellular automata have adopted a “Bounded Confidence 
model” [Hegselmann & Krause 2002]. In this model an 
agent trusts in the opinions of some selected group of 
agents, (usually neighbouring cells), and adopts the average 
opinion of the group. Such a model will tend to form 
emergent clusters of opinion and this process is reflected in 
the cooperative clusters of high trust that form as a result of 
the dynamics presented in section 3. 

3. DYNAMICS OF TRUST 
An agent’s interaction in any complex environment requires 
a continuous reassessment of the degree of trust it should 
assign to external agents and events. The underlying 
assumptions made in this paper are: 
 
a) Trust is assigned as a continuous variable internal to 

each agent. 
b) Positive events result in an agent increasing its degree 

of trust. 
c) Negative events result in an agent decreasing its degree 

of trust. 
d) Agents apply a threshold parameter to determine 

whether to trust another agent. 
e) Agents shift their probability of cooperation or 

defection based on the expected behaviour of the 
majority of its neighbours, i.e. if the majority of 
neighbours play defect then each agent will increase 
the probability that it defects, and the same for 
cooperation. 

3.1 Experimental Model 
This section describes the simulation model used to test the 
hypothesis of the paper. Using the REPAST agent 
simulation platform [http://repast.sourceforge.net] a 
population of agents was created with the following 
attributes: 

 Vision – integer range of local cells the agent can 
perceive and directly interact with. 

 Credit parameter – the value of an agent’s current 
energy parameter. 

 Resource – an integer parameter defining a tradable 
commodity. 

 Metabolism – agents consume credit at a rate specified 
by the metabolism. 

 Trust threshold parameter – defined as the degree to 
which an agent will trust agents within its vision.  

 Probability to defect – probability that agent will 
defect, range [0.0 – 1.0]. 

 Probability to cooperate - probability that agent will 
cooperate, range [0.0 – 1.0].  

 Mailbox of received messages – an internal list of 
recently received messages to allow asynchronous 
exchange between the agents. Also acts as a memory of 
recent interactions with other agents. 

The use of an asynchronous messaging process allows for 
more flexible interaction patterns, such as agents moving in 
the environment or irregular spatial topologies. The 
simulation selects a number of agents at random each time 
step and calls the execution method of each agent. The rules 
applied by an agent are: 
i) Create a new message requesting a resource and an 

offered credit price for the resource. 
ii) Broadcast the message to all agents within the 

neighbourhood defined by its vision. 
iii) Parse all messages from the mailbox and respond. 
iv) For each message, if the predicted trust rating of the 

sending agent is higher than the internal trust 
threshold, of this agent then interact, else ignore 
message.  

v) If interaction occurs then select to play cooperate or 
defect, based on internal probabilities for each. 

vi) If agent cooperates the sending agent increases its 
degree of trust for future interactions. 

vii) Else if agent defects the sending agent decreases its 
degree of trust for future interactions. 

viii) If an agents credit or resources is < 0 then reset the 
agent to an initial random state. 

 
Clearly the iteration of this process can lead to cycles of 

positive or negative feedback for each agent, which leads to 
either a global low or high trust regime. This final state 
depends strongly on the initial conditions, as discussed in 
the following results section. (It would also be interesting to 
use a non-uniform network topology to determine whether 
the topology of the process has a major effect. Related work 
on trust dynamics by [Yu & Singh 2002] has considered the 
evolution of trust on small-world type networks.) 

3.2 Definitions 
The following parameters are applied to each agent: 
Ti (j) is the trust rating of agent i for agent j,  [0 : 1.0] 
α is a fixed increment made to increase Ti (j) if agent j 
cooperates. 
β is a fixed increment made to decrease Ti (j) if agent j 
defects. 

If α > β then there is a bias towards cooperative 
behaviour, which leads to larger clusters of cooperating 
agents. In the following experiments α = 0.02, and β = 0.01. 
Stable groups will form when α = β but the simulation time 
required increases by an order of magnitude. 

Pd  is the probability of an agent choosing to defect 
Pc  is the probability of an agent choosing to cooperate 
γ  is an incremental parameter applied to Pd  if the 
majority of an agents neighbours play defect 
η  is an incremental parameter applied to Pc  if the 
majority of an agents neighbours play cooperate. 

 Hence the agents become more trusting if the majority 
of interactions are cooperative and more likely to defect if 
the majority of recent interactions were defections. For the 
work in this paper γ = η = 0.001.  
 Th is the internal threshold used by the agent to 
determine whether to interact with other agents. 
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If Th < Ti (j) then agent i can interact with agent j else no 
interaction occurs for this specific transaction. 
If the interaction is allowed then each agent selects to 
cooperate if Pc > Pd, or defect if Pc < Pd. 

Clearly if agents experience a sequence of cooperative 
interactions then they will tend to form stable high-trust 
groups and otherwise will move rapidly to a low trust state 
with no stable groups of trusting agents. In the following 
results section we see this displayed with strong bi-modal 
distributions of cooperating and defecting agents; (where 
the equilibrium state is strongly dependent on the systems 
initial conditions.) 

4. RESULTS 
A number of experiments were performed using the 

specified model in the REPAST agent simulation tool. A 
population of 400 agents was initialized in a regular grid, 
with the parameters defined in section 3. The vision and 
metabolism parameters were both set to 1, the internal 
threshold parameter Th is set to a neutral value of 0.5. The 
simulation colour-codes each agent according to the value 
of Th for visualisation purposes, (see figure 1). The 
minimum group size in this model is a reflection of the 
cellular neighbourhood dimensions, i.e. nine agents if the 
vision parameter = 1. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 1 Screenshot from the REPAST simulation, showing 
an equilibrium state with several clusters of cooperating 
agents (shades of light grey), surrounded by agents playing 
defect (black). 
 
A range of experiments were performed using different 
initial values for the update parameters α and β. In addition, 
alternative update strategies for the trust and threshold 
parameters were tested. The evolution of the agents average 
trust threshold is illustrated in figure 2.  
 
In this set of runs the population converges on quite 
different trust regimes from almost identical initial 
conditions, i.e. small variations in the ratios of α and β have 
a significant impact on the equilibrium state. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 2 The equilibrium state for a series of five runs of 
the simulation, showing average percentage of cooperating 
agents; for a population of 400 agents after 1000 time steps. 
:(fixed random number seed). 

4.1 Group Resilience 
The key result obtained from this method of cooperative 
social group formation is the degree of resilience and 
resistance to defection achieved. Based on the dynamical 
model applied in this simulation, the emergence of 
cooperative clusters was expected and correlates well with 
related work. A series of experiments were then applied to 
the set of agents after such clusters had emerged in order to 
determine the degree to which they could resist defection 
by internal and external agents. 

The response of the system is illustrated in figure 3 with 
identical initial conditions and a sequence of six runs. For 
each run a step increase (after some time t) in the 
percentage of defecting agents was applied by randomly 
selecting p % of the agents and setting their probability of 
defection = 1.0. In this sequence p = 25% and the time 
intervals until the defection increase are: t = 0, t = 20, t = 
30, t = 40, t = 70, t = 100. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 3. Dynamic evolution of the percentage of 

cooperating agents after 25% are converted into defecting 

0 50 100 150 200 250 300 350 400
20

30

40

50

60

No. of iterations i.

%
 o

f C
oo

pe
ra

tin
g 

A
ge

nt
s

0 100 200 300 400
0

20

40

60

80

No. of iterations i.

%
 o

f C
oo

pe
ra

tin
g 

A
ge

nt
s

65



 

 

agents; at increasing intervals of time from t=0 to t=100 
iterations. 

 
What we observe is that a transition occurs at 

approximately t = 50 iterations, when stable clusters occur 
which are then resistant to the defection attack that follows. 
Below this value small clusters of 4-12 cells form but these 
succumb to the higher defection rate within a few iterations. 

This result is summarised in figure 4 which shows the 
effect averaged over 50 runs of the simulation, as a function 
of the time to the step increase in defection. 

Work by [Ghanea-Hercock 2004] discusses how a 
related dynamical model i.e. the Ising model [Ising 1925] 
provides a comparative set of dynamic behaviours for this 
class of 2-dimenional interacting system. In particular such 
a model allows an analytical prediction of the critical 
cluster size threshold, where: 
Mean magnetization ≡ avgerage percentage of cooperating 
agents (i.e. can be compared to aligned spin states)  
and: 
Spin-spin coupling coefficient J/kT ≡ defection probability.  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure 4. Graph of average percentage of cooperating 

agents in the population as a function of time to attack: p 
=25% defection (averaged over 50 runs). 

4.2 Future Work 

A number of extensions to this work are currently planned. 
First it would be useful to include the ability to request 
explicit referrals from other agents. This has been a 
commonly adopted method in literature on trust in open 
MAS. It would also be useful to add the ability to bias the 
predicted trust evaluation of agents using centralized 
reputation sources when available. Hence an agent could 
benefit from global and local knowledge sources in making 
a trust evaluation of another agent. A second area of 
investigation will be to map the algorithm onto a realistic 
network topology rather than a regular grid which strongly 
influences the dynamics exhibited in this class of model. 

5. CONCLUSION 
The formation of cooperating agent communities is a 
fundamental requirement for the large-scale deployment of 
MAS. Previous models of agent security and trust have 
revolved around assumptions of closed systems with 
centralized authentication and reputation services. In this 
work a more flexible approach is adopted that 
accommodates dynamic variation in the degree of trust 
allocated to an agent. It also allows an agent to assign some 
low initial value of trust to a new agent wishing to interact 
with it that has no prior available reputation. 
 The key behaviour of the agents to enable them to form 
cooperative groups is that they shift their probability of 
cooperation or defection based on the expected behaviour 
of the majority of its neighbours, i.e. if the majority of 
neighbours play defect then each agent will increase the 
probability that it defects, and the same for cooperation. 

The result is that a group of agents using such a 
dynamic trust model becomes highly resistant to defection 
by external or internal agents, once a sufficiently large 
cooperative group has formed. However, below the critical 
group size the agents are susceptible to defection strategies, 
which then dominate the system. Future work will explore 
how this behaviour maps onto a realistic social network of 
agents, and investigate the exact mechanisms by which the 
mutual reinforcement process operates. 

It is interesting to speculate that this result appears to 
reflect the nature of human cooperative group formation 
and confirms the expression: “united we stand, divided we 
fall”. 
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Abstract

In this paper we built upon our anticipatory trust model to
deal with dynamic environments. We propose two mecha-
nisms: first, a forgetting mechanism to deal with situations
where new information about other agents is expensive or
scarce, and second, a model based on motivational attitudes
and epistemic actions to implement adaptive behaviors. In
particular, we have developed and tested experimentally a
curiosity-driven exploratory behavior that performed better
than other exploratory behaviors across a number of different
experimental situations involving different kind of changes in
the environment.

Introduction
Trust is a universal concept that plays a very important
role in social organizations as a mechanism of social con-
trol. Therefore, modeling trust in open distributed systems
such as agent systems becomes a critical issue since their
offline and large-scale nature weaken the social control of
direct interactions. Sometimes there are objective and uni-
versal criteria to evaluate the quality of interactions (prod-
ucts/services provided by them). In such a case, trust can be
inferred from certificates issued by third parties that verify
such objective criteria. Unfortunately, there are many appli-
cation domains in which the evaluation criteria is subjective
(books, films, web pages, leisure activities, consulting ser-
vices, technical assistance, etc.) and can be obtained only
through local interactions. As a consequence, when a set of
universal objective evaluation criteria is not available, this
subjective and local trust is not easily asserted.

Open distributed systems pose a challenge to trust mod-
eling due to the dynamic nature of these systems (e.g.,
electronic auctions) and the unreliability of self-interested
agents, which may be specially malicious in case of compet-
itive domains. However, most of the frameworks proposed
so far assume that the behavior of agents do not change over
time, which in many cases is a very unsafe assumption. Al-
though trust modeling frameworks would eventually detect
the changes in the environment, they tend to be reactive in-
stead of proactive. In order to adapt more swiftly to the
changes in the environment, agents must incorporate antic-

Copyright c© 2007, American Association for Artificial Intelli-
gence (www.aaai.org). All rights reserved.

ipatory mechanisms, ie. ability to deal with the future by
mental representations or specific forms of learning.

Anticipatory behavior is an interdisciplinary topic at-
tracting attention from computer scientists, psychologists,
philosophers, neuroscientists, and biologists. There are fun-
damental cognitive psychology experiments supporting the
existence of anticipatory behavior in animals and humans,
and some frameworks to model anticipatory learning and be-
havior have been already proposed (Butz, Sigaud, & Gérard
2003). Recently, a growing number of researchers have
identified and emphasized the importance of anticipation as
the basis of models of animal learning and behavior. Antic-
ipatory behavior can be seen as a mechanism for devising
hypotheses that make predictions about future events, con-
ducting experiments to corroborate them and subsequently
using the knowledge they have gained to perform useful be-
haviors. Each experiment takes the form of an expectancy or
prediction that is either fulfilled, so corroborating the effec-
tiveness of the hypothesis, or it is not fulfilled, thus weaken-
ing or denying the hypothesis. Anticipatory principles seem
interesting in the context of trust modeling for they define a
continuing process of discovery and refinement. This pro-
cess allows an agent to progress throughout its lifetime, in-
crementally developing its structures, and so matching its
behavior patterns to its environment.

In previous work, we have proposed an anticipatory
framework to model trust in open environments(Gomez,
Carbo, & Benac 2006) which uses the pattern of discrep-
ancy between information and experience as a mechanism
to anticipate the behavior of other agents. Usually, the dis-
crepancy between information and experience is deemed as
a source of dishonesty: if an agent a1 has said that it pro-
vides a quality of service with value q, and another agent a2

has observed a value r, then a2 views q−r as a degree of dis-
honesty, a source of distrust. Instead of using this approach,
we have proposed a trust model which does not assume a
concrete cognitive model for other agents, instead the dis-
crepancy between information and experience as a valuable
source of information to learn about other agent’s behavior
so as to anticipate their actions: q− r is not used as a source
of dishonesty, instead, it is used to estimate the quality of
service to be obtained in the future. The result is a frame-
work that fosters a swiftly adaptation to the changes in the
environment by anticipating those changes before actually
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observing them.
Although we have already defined the basic components

of trust, and how to aggregate these components to obtain a
global trust assessment(Gomez, Carbo, & Benac 2006), we
have not explained yet all its dynamics aspects. Typically,
trust models describe the way trust is updated as more in-
teractions occur; however, what happens when an agent is
not interacting with other agents? Must an agent stick to its
trust beliefs after some time without obtaining new evidence
or information about other agents? Most of the trust models
proposed in the literature skip this question: either because
it is assumed that trust beliefs are continually updated with
new information, or because it is assumed that agents do
not change over time and thus there is no need to modify
trust even in absence of new information. However, in some
environments the interaction required to obtain information
about other agents is expensive or scarce and thus it is not
appropriate to assume that an agent is continually obtaining
new information. Furthermore, in many situations assum-
ing that the behavior of agents does not change over time
is very unsafe. Therefore, we need a mechanism to address
this problem.

In this paper we extend and complement our trust frame-
work to deal with dynamic environments in two ways: first,
we introduce a forgetting mechanism to address the absence
of information; second, we propose a model based on moti-
vational attitudes and epistemic actions to implement more
adaptive and proactive behaviors. The structure of the pa-
per is as follows: the following section briefly reviews our
anticipatory trust model, then we explain an extension to
deal with the absence of information. A complementary
framework based on motivational attitudes is described af-
terwards, followed by an experimental evaluation of the atti-
tudinal framework. Finally, there is a section to sum up our
contributions and future work.

Trust Model
A general definition of trust embraces many dimensions, for
instance: to have belief or confidence in the honesty, good-
ness, skill or safety of a person, organization or thing (Cam-
bridge Advanced Learners Dictionary). Herein we adopt an
approach centered on the skill dimension: trust as a con-
fidence in the competence, utility or satisfaction expected
from other agent concerning a particular context. More
specifically, we approach trust as a belief that estimates the
quality of service expected from a particular agent, based
on both direct experience using that service, and informa-
tion obtained from other agents. We have chosen the term
quality of service –henceforth abbreviated QoS– to sum up
our view of trust because it encompasses the notions of util-
ity and interaction that is characteristic of open distributed
systems, including multi-agent systems and electronic insti-
tutions, grid computing, web services,etc.

Typically, a trust model considers two main sources of
information: direct experience, which results in what is
usually referred to as direct trust or interaction trust; and
indirect experience, which is often referred to as witness-
information, “word of mouth” or reputation. In our model

we keep this distinction between direct and indirect experi-
ence, but in addition, we distinguish between the informa-
tion provided by third party agents about other agents, what
we call recommendations, and the information provided by
an agent about itself, what we call advertisements. All in
all, our model builds trust upon three components, namely:
Direct Trust (DT), Advertisements-based Trust (AT), and
Recommendations-based Trust (RT).

In order to adapt quicker to the dynamic and uncertain
nature of an open environment, an agent can anticipate or
have expectations (not necessarily rational) about the possi-
ble consequences of its actions. In our model, the anticipa-
tory component is based on the pattern of discrepancies that
is observed between predictive information and actual ex-
perience. This anticipatory component is included in those
beliefs that use some kind of indirect information about the
Quality of Service (QoS) to be provided by an agent, namely
the AT and RT.

To simplify the dynamics of a multi-agent system, we use
a discrete time model made up of time steps. A time step
represents the minimal time period an agent requires to take
decisions, act, and perceive the result of its actions. We use
t to denote a particular time step in the past, T for the cur-
rent time step, T + 1 for the next time step, and ΣT for an
aggregation of historic beliefs until time step T .

To handle uncertainty and ignorance, we use two mea-
sures of confidence, namely: intimacy and predictability.
Intimacy is a measure of confidence based on the number
of data (or interactions) used to calculate a belief, while pre-
dictability is a measure of confidence based on the disper-
sion or variability of the data. In our model, all the compo-
nents of trust have attached a measure of confidence made
up of intimacy and predictability. Depending on the way
we combine these measures of confidence, it may have the
meaning of a conjunction or a disjunction, thus, for the sake
of making the model as general as possible, we propose
to use t-norms and t-conorms to represent these alternative
ways of combining the confidence values 1.

The components of our trust model are formally defined
below.

Direct Trust(DTΣT
j ): assesses the QoS provided from

agent aj until time step T inclusive, based on direct experi-
ence.

DTΣT
j =

∑T
t=0 ϕ(t, T )pDT t

j∑T
t=0 ϕ(t, T )

(1)

where pDT t
j : R → [0, 1] is the partial DT obtained for

aj in time step t, and ϕ(T, t) : N → [0, 1] is a forgetting
function used to weight each partial belief according to its
age (number of time steps since a belief was obtained, T-t).

Direct Trust Confidence(DTCΣT
j ): assesses the re-

liance of DT as an estimator of the QoS provided by agent

1Although we have implemented the min and the product t-
norms and its conjugated t-conorms (max and algebraic sum re-
spectively), in practice we are using only the product; a compara-
tive study of different operators could be the subject of future re-
search
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aj .

DTCΣT
j = ITMDT

j ⊗ (1− υdt(pDT t
j )) (2)

where ITMDT
j ∈ [0, 1] is the intimacy for DT (Sabater &

Sierra 2001), a growing function in [0,1] over the number
of pDT s used to compute DT , υdt ∈ [0, 1] is a measure of
the variability of pDT t

j , and ⊗ is a T-norm operator.

Advertisements-based Trust(ATT+1
j ): assesses the

QoS expected from agent aj in the next time step (T + 1),
based on the advertisements from aj .

AT
T+1
j =

8><>:
1 if pAT T+1

j + ∆ATΣT
j ≥ 1

0 if pAT T+1
j + ∆ATΣT

j ≤ 0

pAT T+1
j + ∆ATΣT

j if 0 < pAT T+1
j + ∆ATΣT

j < 1

9>=>;
(3)

where pATT+1
j : R → [0, 1] is the most recent ad-

vertisement from aj , and ∆ATΣT
j (AT-Discrepancy) is

the discrepancy between advertisements and experiences
obtained in the past (until time step T inclusive).

AT-Discrepancy ∆ATΣT
j : measures the discrepancy be-

tween the past advertisements made by agent aj and the ex-
periences obtained.

∆ATΣT
j =

∑T
t=0 ϕ(t, T )(pDT t

j − pAT t
j )∑T

t=0 ϕ(t, T )
(4)

where pAT t
j : R → [0, 1] is the Partial AT for agent aj , and

time step t, and ϕ(t, T ) is a time forgetting function.
Note that ∆ATΣT

j ∈ [−1, 1], since
pDT t

j , pAT t
j , ϕ(t, T ) ∈ [0, 1] by definition Positive

values of ∆ATΣT
j means that the experiences obtained

from agent aj were better than advertised, negative values
have the opposite meaning, and zero means that the experi-
ences matched perfectly with the advertisements.

AT Confidence(ATCT+1
j ): assesses the degree of re-

liance on the AT as an estimation of the QoS to be obtained
from agent aj in the next time step.

ATCT+1
j = ITMAT

j ⊗ (1− υat(∆AT t
j )) (5)

where ITMAT
j is the intimacy for AT , ∆AT t

j =
pDT t

j − pAT t
j is the partial discrepancy observed between

AT and DT in time step t, υat ∈ [0, 1] is a measure of the
variability of ∆AT , and ⊗ is a T-norm operator.

As we have done for DT and AT, we define both partial
and historic Recommendations-based Trust (RT). However,
RT must handle the fact that there are potentially many
providers of information (recommenders) about any other
agent. As a result, we have to distinguish between the
trust component due to the recommendations provided
by a single agent and the trust component due to the
recommendations provided by several agents, what we call
combined recommendation.

Recommendations-based Trust(RTT+1
jk ): assesses the

QoS expected from agent aj in the next time step (T + 1),
based on the recommendations from agent ak.

RT
T+1
jk =

8><>:
1 pRT T+1

jk + ∆RTΣT
jk ≥ 1

0 pRT T+1
jk + ∆RTΣT

jk ≤ 0

pRT T+1
jk + ∆RTΣT

jk 0 < pRT T+1
jk + ∆RT T+1

jk < 1

9>=>;
(6)

where pRT t
jk : R → [0, 1] is the partial Recommendations-

based Trust for agent aj obtained from agent ak, and
∆RTΣT

jk (RT-Discrepancy) is the discrepancy between past
recommendations and experiences about agent j.

RT-Discrepancy(∆RTΣT
jk ): measures the discrepancy

between the past recommendations byagent ak about agent
aj , and the experiences obtained using that service, until
time step T inclusive.

∆RTΣT
jk =

∑T
t=0 ϕ(t, T )(pDT t

j − pRT t
jk)∑T

t=0 ϕ(t, T )
(7)

where pRT t
j : R → [0, 1] is the partial Recommendations-

based Trust for agent aj , and time step t, and ϕ(t, T ) is a
time forgetting function.

Note that ∆RTΣT
jk ∈ [−1, 1], since

pDT t
j , pRT t

j , ϕ(t, T ) ∈ [0, 1] by definition Positive
values of ∆RTΣT

j means that the experiences obtained
from agent aj were better than recommended, negative
values have the opposite meaning, and zero means that the
experiences matched perfectly the recommendations.

Combined Recommendations-based Trust(cRTT+1
j ):

assesses the QoS expected from agent aj in the next time
step, based on both historic information and the most recent
recommendations about that service.

cRTT+1
j =

∑Nk

k=1 (RTT+1
jk ×RTCT+1

j )∑Nk

k=1 RTCT+1
jk

(8)

where RTT+1
jk is the Recommendations-based Trust about

agent aj based on agent ak’s recommendations, and
RTCT+1

jk is the confidence on that belief as an estimation
of the QoS to be obtained fromaj in T + 1.

The Combined Recommendations-based Trust aggregates
the recommendations obtained from several agents. Simmi-
larly, the confidence on cRT is defined as an aggregation of
the confidences on every recommendation.

RT Confidence(RTCT+1
j ): assesses the degree of re-

liance on the Recommendations-based Trust (RTT+1
jk ) ob-

tained from agent ak, as an estimation of the QoS to be ob-
tained from agent aj in the next time step.

RTCT+1
jk = ITMRT

j ⊗ (1− υrt(∆RT t
jk)) (9)

where ITMRT
j is the intimacy for RT , ∆RT t

jk =
pDT t

j − pRT t
jk is the partial discrepancy observed between

DT and RT in time step t, υrt ∈ [0, 1] is a measure of the
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variability of ∆RT t
jk, and ⊗ is a T-norm operator.

Combined RT Confidence(cRTCT+1
j ): assesses the de-

gree of reliance on the Combined Recommendations-based
Trust as an estimation of the QoS to be obtained from agent
aj in the next time step.

cRTCT+1
jk =

k⊕
(RTCT+1

jk ) (10)

where
⊕k denotes the aggregation of the confidence asso-

ciated to each recommender (RTCΣT
jk ) using a T-conorm

operator.

We have already defined the components of trust accord-
ing to the source of information. Now we provide a global
measure of trust that integrates the three components into a
single belief: the Global Trust.

Global Trust(GTT+1
j ): assesses the QoS expected from

agent aj during the next time step, using all the sources of
information.

GT
T+1
j =

DTΣT
j ×DTCΣT

j + AT T+1
j × ATCT+1

j + cRT T+1
j × cRTCT+1

j

DTCΣT
j + ATCT+1

j + cRTCT+1
j

(11)

where DTΣT
j is the DT for agent aj ; ATT+1

j is the Antic-
ipatory AT; cRTT+1

j is the Combined Recommendations-
based Trust, and DTCΣT

j , ATCT+1
j , RTCT+1

j are the
confidences associated to DT , AT and cRT respectively.

Global Trust Confidence(GTCT+1
j ): assesses the re-

liance on the Global Trust GTj as an estimation of the QoS
to be obtained in the next time step.

GTCT+1
j = DTCΣT

j ⊕ATCT+1
j ⊕ cRTCT+1

j (12)

where ⊕ is a T-conorm operator.

Remark that Global Trust and Global Trust Confidence
can be used either independently or combined into a single
value (eg. GT × GTC), depending on the specific applica-
tion domain.

Trust dynamics
In the former section we have described the components
trust model basically from an static viewpoint. Although the
dynamic dimension is somewhat embraced in the notions
of forgetting function and intimacy, the strongly dynamic
nature of real open systems advocates for a more complex
model to deal with the changes in the environment. Herein,
we first review the dynamics in our previous model, and then
describe a dynamic extension of the intimacy to deal situa-
tions involving scarce or expensive information..

Due to the dynamic nature of open environments, it is
common sense to assume that old beliefs, based on old per-
ceptions, are less reliable that those beliefs based on recent
perceptions. In consequence, several trust models, includ-
ing ours, use a forgetting function to combine partial beliefs
obtained at different times by weighting each belief accord-
ing to its age. A concrete example of a forgetting function
follows, and is depicted in Figure 1.

ϕ(t, T ) =
{

0 T − t ≥ φ
cos( π

2φ · (T − t)) 0 < T − t

}
where φ is a parameter that establishes the maximum age

for an experience to be relevant (to influence current beliefs).

Figure 1: Forgetting function with φ = 10

Nevertheless, the use of a forgetting function to weight
each primitive component of a belief according to its age is
not enough to account for a rapidly changing environment,
actually, it is intended to aggregate the elementary compo-
nents of a belief (single perceptions), given more importance
to the more recent ones, but, what happens when there is no
new information? In our previous model of trust there is an
implicit assumption: that an agent has information and ex-
perience to update its beliefs each time step. However, the
former assumption is quite simplistic and idealistic as to be
applicable to the real world; on the contrary, in most real
situations information is scarce or expensive, specially valu-
able information. Therefore, in general, we cannot assume
that an agent will obtain information and experience contin-
uously and exhaustively, instead we should devise a model
to handle scarce information.

We have stated that each trust belief has associated a
confidence value with two components: intimacy and pre-
dictability. Intimacy, as defined in (?; ?), encompasses dy-
namics in a very simplistic way: the intimacy is an ever
growing function based on the number of data or interac-
tions, until a maximum value is reached, and then intimacy
becomes a constant. However, we claim that in order to deal
with dynamic environments, intimacy must should also de-
crease when there is no new information, to reflect the fact
that an agent’s knowledge become obsolete if it is not up-
dated periodically.

To give a formal definition of the intimacy we need first to
define a function that indicates whether a new perception has
been obtained for a specific component of trust. Let Φ be any
of the basic components of trust, i.e. Φ ∈ {DT, AT, RT};
let pΦ be the partial value of Φ for a single time step,
i.e. pΦ ∈ {pDT, pAT, pRT}; and let AV (pΦ, T ) be a
boolean function that is true when pΦ is instantiated in
time step T . Then, the intimacy for Φ in time step T , de-
noted by ITMΦ(T ), is defined recursively as a function of
the intimacy at the previous time step ITMΦ(T − 1), and
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AV (pΦ, T )

ITM
T

(T ) =

8><>:
ΓΦ if T = 0

∆(ITMΦ(T − 1)) if AV (pΦ, T ) = true

Θ(ITMΦ(T − 1)) if AV (pΦ, T ) = false

9>=>;
where ΓΦ ∈ [0, 1] plays the role of a prejudice, that is, a

default value used to asses one’s beliefs in absence of other
source of knowledge; ∆ is a growing function ∆ : [0, 1] →
[0, 1], and Θ is a decreasing function Θ : [0, 1] → [0, 1].

In our experiments we have tried different functions to in-
crement and decrement the intimacy, both additive and mul-
tiplicative, and in particular, for the experiments described
later in this paper we have used functions of the following
type:

∆(X) = X + ι (1−X)

Θ(X) = δ X

where ι and δ are coefficients in [0, 1] (in addition we en-
sure that ITMΦ ∈ [ΓΦ, 1]).

Figure 2 depicts the kind of functions we are using; the
functions at the top of the figure are examples of intimacy
increment functions with different ι values (ranging from
0.2 to 0.5) , while the functions at the bottom are intimacy
decrement functions with different δ values (ranging from
0.6 to 0.9). As new information is being received each turn,
intimacy grows, tending to 1, and when no new information
is received, the intimacy decreases. In general, we think that
the increment pace for the intimacy should be considerably
faster than the decrement pace. The idea here is that the
occurrence of new information has a much stronger impact
on the intimacy than the absence of information; which is
suggested by the way human memory works. Anyway, we
are not stating here that some specific functions are better
than others to model the dynamics of the intimacy; instead,
we advocate experimenting with different functions, as far
as the dynamics of the intimacy follow this growing/falling
mechanism based on the presence/absence of new informa-
tion.

Motivational attitudes and epistemic actions: a
curiosity-driven model for exploratory

behavior
In open systems agents may enter, exit or change their be-
havior at any moment. Thus, if an agent needs the ser-
vices provided by other agents or can obtain benefits by
delegating some task, and there is scarce information about
the others, then that agent is motivated to conduct some
kind of exploratory behavior to keep its knowledge updated.
When an agent does not interact with other agents its so-
cial knowledge may become obsolete, not reflecting the cur-
rent state of the world. Although an agent can use reputa-
tion information to know other agents without direct interac-
tion (since reputation usually is more abundant and cheaper
than direct interaction), reputation itself is exposed to the
same risk of becoming obsolete as time goes by. There-
fore, some kind of exploratory behavior is mandatory if an
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Figure 2: Example of intimacy increment and decrement
functions

agent wants to know which are the best providers of a ser-
vice at any moment. Hence, we have devised a mecha-
nism to implement exploratory behaviors based on the use
of epistemic actions, ie. actions aimed at acquiring knowl-
edge from the world. To be more specific, we propose a
framework to implement trust-oriented exploratory behav-
iors based on curiosity-driven epistemic actions(Lorini &
Castelfrnachi 2004)2.

Herein we focus on the skill dimension of trust, defined
as the QoS expected from an agent; therefore, we approach
trust as a belief that aims at taking decisions on whether to
request a service to other agents. In this context, we can
classify service requests according to the underlying pur-
pose of the request, namely pragmatic or epistemic: on the
one hand, an agent may request a service to another agent
because it expects to obtain some utility based on its pre-
vious knowledge; on the other hand, an agent may request
a service just because it is willing to know that agent bet-
ter. Note that the ultimate goal of knowing other agents is
probably to maximize some global utility by exploiting that
knowledge, but in the short term, a purely epistemic action
is performed just to know, even with an associated cost, and
not because a real benefit is expected to follow immediately
from that action.

In order to develop intelligent exploratory behaviors, we
have developed a model based on motivational attitudes.
However, instead of adopting the binary-logic approach that

2Curiosity-driven epistemic action are driven by the meta-goal
of getting new knowledge, in opposition to goal-driven epistemic
actions, which aim at testing a specific belief involved in the pro-
cessing of a given goal.
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is usual in the agent community –that of logic beliefs, de-
sires and intentions–, we adopt a continuous approach to
representing motivational attitudes, using variables in [0, 1].
In particular, we propose a model comprising four basic at-
titudes as the main forces driving the epistemic behavior of
an agent, namely: necessity, knowledge/ignorance, satisfac-
tion, and curiosity.
Necessity Assessment of the potential benefit that an agent

could obtain by requesting a service to other agents; it is
a measure of the lacking of skill, that is to say, the degree
to which an agent is not utterly competent.

Knowledge/Ignorance Belief about the degree of knowl-
edge (or absence of it) an agent has about the QoS pro-
vided by a society of agents.

Satisfaction/Dissatisfaction The satisfaction expresses the
degree to which an agent is happy with the utility it ex-
pects to obtain from other agents in relation to its esti-
mated necessity.

Curiosity Represents the attitude of an agent towards learn-
ing about other agents; it is defined as a function of the
knowledge and the satisfaction: the curiosity is directly
proportional to the ignorance and the dissatisfaction.
These attitudinal beliefs are defined below, but first we

need to introduce another belief, the expected utility, which
assesses the relative utility an agent expects from another
agent compared with itself.
Definition 1 (Expected utility)

The expected utility Uj is the difference between the QoS
an agent ai expects from another agent aj and the QoS that
ai expects from itself.

Uj = (GTj −myGT ) ·Aj

where GTj is the Global Trust for agent aj , myGT denotes
the self-assessment of an agent about the QoS it is able to
produce (equivalent to GTi), and Aj is the ratio of service
requests accepted by aj .

The expected utility, as any other belief in our model, has
attached a measure of confidence(cUj . In particular, Uj is
given the same confidence value attached to GTj , since the
confidence on myGT is assumed to be maximum (i.e. the
null element for the conjunction: cGTj ⊗ cGTi = cGTj).
Definition 2 (Necessity)

The necessity N is the difference between the maximum
QoS potentially possible (a priori, without knowledge of
other agents) and the QoS that an agent believes it is able to
provide by itself.

N = 1−myGT

Definition 3 (Knowledge)
The Knowledge K if the proportion of intimacy an agent

has compared with the maximum it is able to obtain.

K =

∑n
j=1 ITMGT

j

n− 1
where ITMGT

j is the intimacy of GTj , and n is the max-
imum number of agents that an agent is able or willing to
know (with small agent societies n could be the total num-
ber of agents, but with many agents n must be limited).

The ignorance is the complementary to the knowledge,
that is 1−Ki

Definition 4 (Satisfaction)
The Satisfaction S is the complement of the difference be-

tween the lack of skill and the expected utility to be obtained
from others.

S = 1− (N −maxU) = (1 + maxU −N)

where maxU represents the maximum utility an agent ex-
pects to obtain from others, and is defined as the Uj × cUj

that verifies ∀i 6= j | Ui × cUi < Uj × cUj

Complementarily, dissatisfaction is defined as 1− S

Definition 5 (Curiosity)
The Curiosity C is the conjunction of ignorance and dis-

satisfaction.

C = (1− S)(1−K) = N −maxU(1−K).

As stated above, the main purpose of defining these at-
titudes is to drive the exploratory behavior of an agent, for
instance, an agent with a high curiosity is highly motivated
to know other agents, and thus, it would expend more re-
sources performing epistemic actions.

Intuitively, an agent would have curiosity to know other
agents either because it is ignorant about other agents, or be-
cause it is not satisfied with the QoS provided by the agents
it already knows. An agent would not be curious when it
thinks it does not need the services being provided by other
agents (eg. because it is already competent), or because it
is quite satisfied with the service quality it is currently ob-
taining or expecting to obtain; in either cases it is not worth
expending resources to know new agents.

The use of curiosity and the other motivational attitudes
may be used not only to drive the exploratory behavior of an
agent, but also to decide on pragmatic actions. For example,
the necessity or the satisfaction may be used to take deci-
sions on the amount of delegation to incur. An example of
such an strategy is included in the empirical evaluation.

However, the use of curiosity is not the only approach
to develop an exploratory behavior. Next section describes
the empirical results obtained when comparing a curiosity-
based strategy against several alternative strategies to ex-
plore the environment, using the ART testbed as the experi-
mental platform.

Empirical evaluation
We have chosen the ART Testbed (Fullam et al. 2005) to
test our test model. The ART Testbed is a simulator of the
art appraisals domain whose goal is twofold: to serve as
a competition forum in which researchers can compare their
technologies against objective metrics, and as an experimen-
tal tool, with flexible parameters, allowing researchers to
perform customizable, easily-repeatable experiments. In the
art appraisal domain, agents act as painting appraisers with
varying levels of expertise in different artistic eras (e.g. clas-
sical, impressionist, postmodern). Clients request appraisals
for paintings from different eras. Appraisers can use both
their own opinions and opinions purchased to other agents,
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so as to make more accurate appraisals. Appraisers esti-
mate the accuracy of the opinions they send by the cost they
choose to invest in generating an opinion, though they may
lie about the estimated accuracy of their opinions. Apprais-
ers receive more clients, and thus more profit, for produc-
ing more accurate appraisals. Appraisers may also purchase
reputation information from other agents. The decisions
about which opinion providers and reputation providers to
trust strongly impact the accuracy of their final appraisals.
In competition mode, the winning agent is selected as the
appraiser with the highest bank account balance, which de-
pends basically on the ability of an agent to (1) estimate the
value of its paintings most accurately and (2) purchase more
valuable information.

Experiments setup
In order to understand the mapping between the ART
Testbed and our model, we will explain first the way opin-
ions about the value of a painting are generated by the sim-
ulator. Each agent is assigned by the simulator a random
expertise level s∗, using an uniform distribution in {0.1, 0.2,
...,1}. The opinions of an agent on the true market value of
a painting are generated by the simulation such that opinion
errors adhere to a normal distribution with mean equals to 0
and a standard deviation s defined as:

s = (s∗ +
α

Cg
)tk (13)

where s∗ is the expertise level of an agent for a particular
era, α is a parameter named Sensing-Cost-Accuracy, Cg is
the cost invested by an agent to generate an opinion, and tk
is the true value of a painting, its market price. Note that Cg

is a variable, since it is specified by an agent for each partic-
ular opinion, ranging from 0 to any positive value. From the
definition of s follows that the so called expertise level s∗ is
actually the minimum standard deviation of opinions’ error,
and thus, s∗ = 0.1 constitutes the best case (the most expert
an agent can be), since it implies a narrow distribution of
errors, i. e., more accurate opinions.

We map our trust model to the ART Testbed domain as
follows:
• The partial DT for an agent aj is mapped to the perceived

expertise for aj on a given era, which is a function of the
observed accuracy of aj’s appraisal opinions for that era.
Since during a single time step, an agent may have sev-
eral paintings to appraise per era, pDTT

j is defined as a
function of the average error of agent aj’s opinions, noted
εj . However, opinion errors can not be used straightfor-
wardly as a measure of trust. First of all, we must make
errors relative to the true price of a painting so as to make
them comparable. The relative error of an opinion from
about the value of a painting k is defined as follows

εjk =
|ojk − tk|

tk

where ojk is the value of painting k according to aj’s
opinion, and tk is the true value of that painting. The
absolute value of the difference is used because we are
measuring the magnitude of the error, not the sign.

In addition, one must invert the measure of error and en-
close it in [0,1] to become a measure of trust: small errors
impling a high pDT , while large errors imply a low pDT .
We are using the following function to calculate pDT :

pDTT
ij =


1 εij ≤ LBε

0 εij ≥ UBε
UBε−εij

UBε−LBε
0.1 < εij < 1


where LB and UB are the lower and upper bounds ex-
pected (or enforced) from opinion errors. Values falling
out of these limits are rated either as the best value (when
εij < LB) or as the worst value (when εij > UB). The
lower bound for opinion errors is imposed by the simula-
tion, and is 0.1, the minimum expertise level. The maxi-
mum expertise level is 1, but there is no upper bound due
to the way s is calculated (see Equation 13): the com-
ponent α

Cg
can be extremely big because Cg (the price

invested to generate an opinion) can be arbitrarily small.
A reasonable upper limit for α

Cg
can be established de-

pending on the expected domain of Cg in the context of
an specific combination of simulation parameters; for in-
stance, we can assume than an agent will never expend
more money generating opinions than the fee f paid by
clients per appraisal. In particular, in our experiments we
have been using 0.1 or 0.2 as reasonable upper limits for
α

Cg
, which implies UB = 1.1 or UB = 1.2 respectively.

• Advertisements are mapped to certainties. Cer-
tainties are provided by agents when their opinions are
requested. These values represents the quality –the
accuracy– of the opinions that agents are able and willing
to provide. A certainty is a value in [0,1], but it cannot
be mapped directly to the partial AT (pAT ). The point
is that an agent may and will probably receive multiple
certainties per time step and era, due to several paintings
belonging to the same era. As a consequence, we have
to aggregate all the certainties for the same era, using for
instance the mean.

• Recommendations are mapped to reputations. There
is a direct mapping between a single reputation and what
we call partial RT (pRT ), since a reputation is a value in
[0,1] that represents the assessment on the opinions accu-
racy of other agents for a specific era.

• The three former mappings go from the application do-
main to our model, they are input mappings. But we
also have to establish an output mapping, from our global
notion of trust, to the global notion of trust in the ART
Testbed, which are the weights send by each appraiser to
the simulation engine at the end of each time step. In
particular, we use the Global Trust × Global Trust Confi-
dence (GT ×GTC) to calculate those weights.
We want to test the potential advantages ad drawbacks

of curiosity-based exploratory strategies by comparing dif-
ferent different strategies across several scenarios, ranging
from static and reliable situations, to dynamic and unreliable
ones. Although a proper evaluation of exploratory strate-
gies would ideally involve a much larger agent population
than supported by the current version of the ART Testbed,
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we have tried to overcome such limitations by introducing
strong changes in the dynamic of opinion prices and other
aspects of agent behavior.

In particular, we have tested the following strategies:

1. Curiosity-driven: the maximum number of agents to
know each time step is a function of the curiosity:
maxAgentsToKnow = Round(Curiosity ∗K)

2. Eager strategy: this strategy tries to know every unknown
agent (where unknown means that the intimacy is below
a minimum level) each time step.

3. Lazy strategy: tries to know only one of the unknown
agents each time step.

4. Non forgetting: this strategy is quite different from the
others, since it avoids the use of a forgetting mechanism,
ie. intimacy never decreases (persistency = 1). This agent
performs epistemic actions eagerly during the first time
steps, trying to know everybody, but as soon as an agent
is known (intimacy reaches certain level) it will not be the
target of an epistemic action again.

Furthermore, we have tested a variation of the curiosity-
driven strategy that in addition uses the motivational atti-
tudes to decide on pragmatic actions: it uses the satisfac-
tion to decide how much collaboration to request from other
agents: the less the satisfaction, the more the collaboration
an agent is willing to request to others.

We have performed two basic types of experiment:

• Type I) Experiments involving dynamic prices. In these
experiments we simulate a market-like model, with al-
ternating periods of inflation and deflation. Actually, the
price to buy an opinion is fixed in the ART Testbed, but
market dynamics can still be simulated by changing the
cost agents invest in the opinions the provide to other
agents: investing more money implies an improvement
on the the QoS, and thus it is equivalent to a price reduc-
tion (better relation between quality and price), and vicev-
ersa. In these experiments we run games involving agents
implementing all the strategies we want to compare (two
agents per strategy).

• Type II) Experiments involving double-personality
agents. These are a special kind of agents, namely autists
and reputation abusers, which have a certain probabil-
ity of changing between two modes of behavior, a nor-
mal mode and an anomalous mode. While playing the
anomalous behavior, autists deny any kind of interac-
tion with other agents, and the reputation abusers deceive
other agents by not providing opinions after been paid. In
these experiments each simulation includes only one of
the strategies we want to compare (lazy, eager, etc.), com-
peting against and a combination of autists and reputation
abusers.

Results
In order to evaluate our proposals we have compared the
results obtained by the different strategies stated above along
four dimensions:

• The global performance, which is evaluated by the bank
balance at the end of a simulation. This measure is
a combination of the performance of agents generating
appraisals, and the efficiency expending money and re-
sources to be competent. Because of the tensions between
competence and efficiency, the bank balance is very de-
pendent on the parameters of a simulation; for example,
the relation between the client fee and the opinion price
have a strong impact on the global performance.

• The accuracy, which is evaluated either using the aver-
age appraisals error for an entire simulation, or the total
number of appraisals, that is highly correlated with the
average appraisals error (since appraisals are distributed
among agents according to their relative competence)

• The efficiency, evaluated by the net income obtained per
appraisal, and calculated as the final bank balance divided
by the total number of appraisals received during a simu-
lation. This measure gives and idea of how much money
has been necessary to obtain an appraisal. Ideally, we
want the efficiency to represent the behavior of an ap-
praiser as a provider of appraisals to its ultimate clients,
but actually this measure mixes things, since it depends
also on the behavior of an agent as a provider of opin-
ions and reputations to other appraisers. Anyway, we have
controlled this factor by ensuring that all the agents imple-
ment the same policies as providers of opinions to other
appraiser.

Figure 3: Type I Experiments
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Figure 4: Type I Experiments

Figures 3 and 4 summarize the results for Type I exper-
iments. There are three experimental situations involving
different price dynamics, from left to right: static prices,
slow price dynamics, and fast price dynamics. The bars
with diagonal lines represent the average score for agents
implementing the exploratory strategy number 1 (curiosity-
driven), dotted bars for type 2 (eager), horizontal lines for
type 3 (lazy), and a grid pattern for type 4 (non-forgetting).
Clearly, in these experiments the most successful agent in
terms of the overall performance is the curiosity-driven strat-
egy, since it obtains the highest bank balance across all
the situations considered. However, it does not mean that
the curiosity-driven agent is more accurate generating ap-
praisals; actually, the most accurate strategy (the one with
lower average errors and thus a higher number of appraisals)
is the eager, which is clearly the one with the worst overall
performance (the lowest bank account). Therefore, these re-
sults could only be explained in terms of efficiency, which is
supported by the results shown in Figure 4: the curious strat-
egy is clearly the most efficient one, while the eager strategy
is the worst.

Figures 5 and 6 summarize the results of Type I experi-
ments, using an alternative curious-driven strategy that uses
motivational attitudes to decide on pragmatic actions too,
and not only on epistemic actions: the less satisfied an agent
is, the more opinions is willing to demand from other agents.
The results are similar to those obtained for the curious
agent analyzed previously, but now the curious agent is be-

ing much more efficient. As a consequence, although now
the curious strategy is obtaining slightly worse accuracies,
the improved efficiency results in a much better overall per-
formance.

Figure 5: Experiments Type I (bis

Figures 7 and 8 sum up the results for the Type II exper-
iments. Instead of degrees of dynamic prices, these exper-
iments are performed across situations of increasing diffi-
culty (easy, medium and hard ) involving double-personality
agents, with the difficulty being modeled as the probabil-
ity of change between two modes of behavior. Each of the
simulations in this experiment involves 2 agents using of
the strategies being compared, 2 autists, and 2 reputation
abusers. Now we are are including together in the same
graphics the two versions of the curiosity-driven strategy
(cur denotes the first strategy described and curB the alter-
native version). The overall results are quite similar to those
obtained in the Type I experiments: the alternative curious
is the one obtaining better overall results, followed by the
curious, and the eager agent is one obtaining the worst re-
sults. However, in these experiments the curious agents are
obtaining relatively better results in terms of accuracy, with
average errors in some cases better than the other agents,
though the results are not utterly consistent across the three
levels of difficulty considered.

To finish this section, Figure 9 shows the results obtained
by repeating the type I experiments with the alternative ver-
sion of the curious agent, and across situations involving
a different relation between the client fee and the opinion
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Figure 6: Experiments Type I (bis)

price. Since the cornerstone of the kind of attitudinal strate-
gies being evaluated is the efficiency, it seems interesting to
compare the overall performance of this model changing the
relation between the benefits obtained as a consequence of
obtaining accurate appraisals, and the cost of obtaining such
accurate appraisals. To evaluate this, we have fixed the client
fee at 100 and performed experiments with the opinion price
between 10 and 30. As expected, the relative performance of
the different strategies compared has changed, for instance,
with opinion price = 10 all the agents have obtained a similar
balance of benefits. Note, however, that the curious agent is
the only one that has been able to maintain a similar level of
efficiency across all the experimental situations.

Conclusions and future work
In this paper we extend the and refine the trust model pro-
posed in (Gomez, Carbo, & Benac 2006) to address two is-
sues:
• First, we address the problem of absence of information

that results when the information required to update trust
is expensive or scarce, and propose a more complex for-
getting mechanism to address this problem (and not just
a forgetting function to weight the historic elements of a
belief). Our approach states that the confidence on trust
must decay as time goes by without obtaining new infor-
mation.

• And second, we propose a framework based on motiva-

Figure 7: Experiments type II (a)

tional attitudes that enables the implementation of adap-
tive strategies: necessity, knowledge, satisfaction, and cu-
riosity. To test the utility of the proposed framework,
two strategies have been implemented and tested across
a number of experimental situations: on the one hand, we
have experimented with curiosity-driven exploratory poli-
cies: on the second hand, we have added a mechanism
to limit the amount of cooperation requested from other
agents based on the degree of satisfaction.

We have not found any reference in the literature address-
ing the first issue. More specifically, existing frameworks
do not reduce the confidence on trust for a lack of new in-
formation: either because it is assumed that agents do not
change over time and thus there is no need to update trust
for this reason (Teacy et al. 2006), or because the question
is simply skipped, perhaps implicitly assuming that infor-
mation is cheap and abundant and thus trust confidence is
continually updated. However, in some environments the in-
teraction required to obtain information about other agents is
expensive or scarce and thus it is not appropriate to assume
that an agent is continually obtaining new information. Fur-
thermore, in many situations assuming that the behavior of
agents does not change over time is very unsafe. Therefore,
we need a mechanism to address this problem.

Concerning the second issue, there are some frameworks
involving a socio-cognitive model of agents and including
motivational attitudes; however, most of these frameworks
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Figure 8: Experiments type II (b)
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Figure 9: Experiments with different opinion prices

are logic-oriented, based on the BDI paradigm (Falcone &
Castelfranci 2001), rather than quantitative. In addition, in
these BDI frameworks the motivational attitudes are typ-
ically used to model other agents (Braynov & Sandholm
2002; Dasgupta 2000), rather than modeling the truster it-
self; however, there are some exceptions, as the AFRAS
trust model (Carbo, Molina, & Davila 2003), which includes
other beliefs to emotively characterize the truster such as
shyness, egoism, or susceptibility. All in all, the concept of
epistemic actions and the motivational attitudes supporting
curiosity-driven strategies are, to our knowledge, quite new
to the field.

The proposed attitudinal framework has been evaluated
using a modified version of the ART Testbed that enables
a greater level of control over the experimental conditions,
thus reducing the number of experiments to be performed in
order to generalize the results. In particular, we have tested
several models that exploit the forgetting mechanism (ea-
ger, lazy, curious) against a model that do not uses it (non-
forgetting). The results obtained have shown a great po-
tential for implementing more adaptive behaviors that result
in a more efficient use of resources, both in terms of epis-
temic actions (curiosity-driven exploratory behaviors)and
pragmatic actions (satisfaction-driven). The most serious
drawback of the proposed framework is due to its strong de-
pendence on specific environment properties such as the re-
lation between the cost of epistemic actions and the utility of
discovering new providers; for example, in the ART Testbed
the results can vary dramatically according to the relation
between the Client-Fee and Opinion-Cost parameters (Fig-
ure 9).

All in all, it is difficult to conduct an appropriate assess-
ment of exploratory behaviors with the ART Testbed ,mainly
because of the limitation in the number of agents participat-
ing, and also because it does not allow new agents to enter
or leave the system dynamically. To compensate these limi-
tations our experiments have included several modes of be-
havioral change, including price dynamics and personality
changing agents, but an evaluation across larger societies of
agents is targeted as a very convenient thing to do in the fu-
ture. Another interesting line of research would involve the
introduction of mechanisms for learning the parameters of
behavioral strategies, so as to find the combination of param-
eters that maximizes the efficiency. Finally, the curiosity-
driven exploratory behavior tested in our experiments is still
quite simple and barely intelligent, since curiosity is defined
globally, instead of for each agent in particular. Actually,
once the maximum number of agents to know is decided ac-
cording to the curiosity, the current criterium to select spe-
cific agents to know is based solely on the level of intimacy,
trying to know first the agents with lower intimacy levels;
that way we are ensuring that all the agents are eventually
known. A more intelligent behavior would incorporate other
criteria to select the agents to know, and not only the inti-
macy, for instance, knowing first the agents that have a bet-
ter reputation; this constitutes a third topic to address as part
of our future work.
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Abstract 

In this paper, we present a framework for evaluating the se-
curity of trust and reputation systems for electronic market-
places populated with buying and selling agents. We argue 
that current systems to model trust are vulnerable to various 
attacks; to provide protection from such attacks, systems 
must be designed not only to predict cheating by agents 
seeking to deceive one another, but also to cope with agents 
who are intentionally trying to circumvent the 
trust/reputation system. Our proposed framework offers a 
method for researchers to understand the security of their 
systems, and to provide precise guarantees of the degree of 
provable security that these systems offer. We focus in par-
ticular on characterizing buyer security—the properties that 
must hold for buyers to feel secure from cheating sellers. We 
develop a set of security ‘levels’, benchmarks that may be 
used in the evaluation and comparison of system security. 
We demonstrate the viability of our proposed framework by 
presenting a specific monetary-based trust system known as 
Trunits, along with an analysis that shows that Trunits does 
provide a guaranteed level of security for buyers. 

Introduction 
Much research has been conducted in the area of trust and 
reputation in multiagent systems [2, 3, 5, 6, 8, 9, 10, 11, 12, 
13, 14]; a common focus has been modeling the trustwor-
thiness of buying and selling agents in electronic market-
places.  Many existing proposals consist of predictive mod-
els, aimed at determining whether agents are untrustworthy 
and proposing methods for agents to make effective deci-
sions in the face of possible dishonesty.  It is our position 
that trust and reputation systems should be provably secure, 
making precise and proven claims as to the degree of pro-
tection they provide and the circumstances under which 
such protection holds. The goal of this approach is twofold:  
a) to provide a basis for users to confidently choose 
whether or not to adopt or participate in a system; b) to 
make explicit the security limitations of systems, and the 
reasons for such limitations, to allow meaningful progress 
towards meeting the needs of users.  A provably secure 
system allows users to place their trust in a system, remov-
ing an obstacle to its use.   

We propose a framework for the consideration of security 
in trust and reputation systems, based on uncompromising 
guarantees of protection when required conditions are met.  
Further, we identify a number of ‘levels’ of security, vary-
ing in the strength of conditions required for the security 
guarantee to hold.  We then demonstrate how a trust system 
can be provably secure for a buyer, by presenting the mone-
tary-based Trunits trust model, and discussing the protec-
tion that it offers for its buying agents.  

A common theme of work in trust and reputation in multi-
agent systems is to increase the likelihood of selecting a 
trustworthy business partner.  Unfortunately, this may not 
be strong enough to inspire the confidence of potential us-
ers or adopters of such systems—anything less than com-
plete trustworthiness of agents raises doubts about the at-
tractiveness of using the system.  Some trust and reputation 
systems attempt to provide incentives for agents to be hon-
est (e.g., [2]), but one must still ask: Under what circum-
stances will the incentive hold?  Will the incentive always 
be sufficient?  

If systems aren’t provably secure, the potential for vulner-
abilities exists; if vulnerabilities exist in trust and reputation 
systems, self-interested agents will exploit these in order to 
maximize profit.  We have identified a catalogue of vulner-
abilities in trust and reputation systems, displayed and 
briefly described in Table 1. We then provide a chart to 
record the vulnerabilities to which we believe each of a 
small sample of trust systems is open, shown in Table 2.  

In some cases, we can relate the presence of vulnerabilities 
to design choices made by system designers.  Systems in 
which agents make use of the recommendations of other 
agents, and where each opinion may be used as support for 
multiple transactions simultaneously [4, 9, 13, 14] tend to 
be vulnerable to Reputation lag.  Systems in which the 
transaction’s impact on an agent’s trustworthiness rating is 
not tied to the value of the transaction [4, 5, 8, 9, 13, 14] 
tend to be vulnerable to Value imbalance.  The potential for 
Ballot-stuffing and Bad-mouthing can arise in several ways 
when agents rely on the advice of others. Opportunities can 
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occur when a system does not protect against users cooper-
ating to undermine the system, or when users can freely 
create many new accounts, with feedback from these new 
accounts being weighted similarly to that from established 
accounts [4, 9, 13].   Re-entry tends to be a problem in sys-
tems that treat unknown users preferentially to disreputable 
users [4, 5, 8, 9, 11, 12, 13], making it beneficial to create a 
new user account after one’s reputation is damaged.  Sys-
tems that rely on direct experience [5, 8, 11, 12] tend to be 
vulnerable to the Initial window; the presence of the Re-
entry problem magnifies this vulnerability, allowing a dis-
honest agent to repeatedly take advantage of the window.  
Most systems tend to be vulnerable to the Exit problem, 
unless they have taken specific steps to provide an attrac-
tive alternative to cheating for agents that decide to leave 
the market. 

Table 1.  Descriptions of vulnerabilities 
Vulnerability Brief Description 

Reputation lag Agent can engage in virtually unlimited cheat-
ing transactions before reputation is updated to 
reflect his dishonesty  

Value  
imbalance 

Agent can build reputation on small transac-
tions, then cheat on large ones 

Ballot-stuffing/ 
Bad-mouthing 

Reputation is artificially improved/damaged by 
registering large numbers of unfair ratings 

Re-entry  
Problem 

After his reputation is destroyed, the cheating 
agent can enter the market under an alias, ef-
fectively shedding his history 

Initial  
window 

An agent is vulnerable to an unknown agent, 
until experience is gained with the new agent 

Exit problem If an agent plans to leave the market, he can 
cheat freely without repercussions 

 
Table 2.  Vulnerabilities found in some existing systems 

System Vulnerabilities 

eBay feedback system [4] Reputation lag, Value imbal-
ance, Ballot-stuffing/Bad-
mouthing, Re-entry, Exit  

General/Situational Trust [8] 

Multidimensional Trust [5] 

Value imbalance, Re-entry, 
Initial window, Exit  

Tran and Cohen [11, 12] Re-entry, Initial window, Exit 

Sporas/Histos [14] Reputation lag, Value imbal-
ance, Exit 

REGRET [9] (In market scenario) Reputation 
lag, Value imbalance, Ballot-
stuffing/Bad-mouthing, Re-
entry, Exit 

Yu and Singh [13] Reputation lag, Value imbal-
ance, Ballot-stuffing/Bad-
mouthing, Re-entry, Exit 

 

This analysis highlights the need to consider the issue of 
system security carefully.  Motivated by work in the field of 
cryptography, which seeks to deliver provable protection to 
users, we seek methods for ensuring the provable security 
of trust and reputation systems.  

If our aim is to ensure that a marketplace is secure, we must 
first characterize what we mean by security.  It is our posi-
tion that a secure system for marketplaces is one where par-
ticipants are protected from harm (at least, harm due to 
‘dishonest’ behaviour, rather than from legitimate competi-
tion).  Thus, we define security in terms of a set of ‘safety 
properties’: conditions that, if proven to hold for the sys-
tem, ensure participants within the system will not be 
harmed by dishonesty.  This is distinct from other notions 
of security, such as the prevention of unauthorized access. 

In the marketplace scenario, there are three identifiable 
‘stakeholders’ who participate directly in the market, each 
with their own requirements: buyers, sellers, and the market 
operator.  In this paper, we focus on the security of buyers, 
since protecting buyers from cheating sellers is a predomi-
nant focus of current research.  The other groups are dis-
cussed only briefly in section 5, to be addressed in more 
detail in future work. 

The Security Framework 
In our framework, we distinguish between two transaction 
states.  An agreed transaction consists of the terms to 
which both parties have agreed: tA = (gp, v, dp, Ab, As, …), 
where gp is the good promised, v is the value (agreed price) 
of the good, dp is the date/time promised, Ab is the buying 
agent, and As is the selling agent.  (The ellipsis indicates 
that there may be other system- or market-dependent pa-
rameters.)  This might be viewed as a promise or a contract; 
it may also be viewed as the transaction at the point both 
parties have struck a deal, but have not yet acted, so the 
honesty or dishonesty of the transaction is undetermined.  

A delivered transaction is one where the selling agent has 
provided the goods to the buyer, but the buyer has not yet 
rated the seller: tD = (tA, gd, c, dd, …), where tA is the agreed 
transaction, gd is the good delivered, c is the cost incurred 
by the seller in providing and delivering the good, and dd is 
the date/time of delivery. We consider a delivered transac-
tion tD to be honest if it fulfills the seller’s commitments—
gd satisfies gp, dd satisfies dp, etc.—and denote it by the 
predicate honest(tD).  (The details of how a good or promise 
is specified are left to the system designer. For instance any 
dd � dp may be considered honest.)1  We consider a transac-
                                                           
1 Note that buyers will often also close off a given transaction by 

computing a rating for the seller. When ratings are elicited from 
buyers may vary by system, however.  Thus, we refrain from de-
fining a ‘rated transaction’ for generality. 
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tion where an agent (intentionally) fails to fulfill his com-
mitment (whether by providing a good that does not meet 
the commitment, or by not providing a good at all) to be an 
instance of cheating, or dishonesty on the part of the seller. 

It is possible that a buyer could cheat by withholding pay-
ment after receipt of the goods.  We base our framework, 
however, on the common policy that a buyer must pay be-
fore goods are shipped. 

For brevity, we make use of ‘accessor’ functions that return 
the value of individual transaction parameters.  These func-
tions have the same name as the parameter that they return. 

An agent attempting to cheat may act alone, or as part of a 
coalition.  We denote such a coalition G; an agent acting 
alone is equivalent to the case where |G| = 1. 

We term a set of transactions a schedule.  Let TD represent a 
schedule of delivered transactions.  For any TD, there is a 
corresponding TA consisting of the same transactions with 
the delivery parameters removed.  Note that for any TA, 
there are possibly many TD, since each transaction in TA 

might be executed honestly or dishonestly.  Executing a 
transaction refers to delivering a good (that either meets of 
fails to meet the advertised promise), or consciously decid-
ing not to deliver the good at all. 

For any coalition of sellers G, consider TD where tD ∈ TD ⇔ 
As(tD) ∈ G.  For each transaction in the set, the sellers in G 
may choose to execute the transaction honestly or dishon-
estly.  We denote C ⊆ TD as the cheating set, the subset that 
is executed dishonestly.  The coalition may have a choice of 
many different cheating sets for any given schedule; choos-
ing C is a strategic choice.  (We stop short of saying that C 
is a strategy, however, since the coalition might also strate-
gically choose the composition of TD by choosing the trans-
actions into which they will enter.) 

Not all schedules can actually be executed.  For example, 
an agent that cheats repeatedly might not continue to find 
buyers for its products; although it might be possible to 
formulate a schedule that includes continued future busi-
ness, such a schedule may be impossible under the trust 
system.  Continuing the example, if trustworthiness is rated 
in the interval [0, 1], and an agent’s score has dropped to 0, 
he may not be able to engage in further transactions, even 
though he has inventory.  We define the predicate feasi-
ble(t, T) to denote that a transaction t can actually be exe-
cuted within the schedule T, in the system under considera-
tion.  feasible(T) denotes that every transaction in T is fea-
sible.  We do not define feasibility further, since it will be 
system- or market-specific.   

As we will see, profitability is a key concern when consid-
ering the security of trust systems.  The profit to the seller 
on an individual transaction is the selling price minus the 
cost, or P(tD) = v(tD) – c(tD).  The profit to a coalition on the 
entire set of transactions is 

 
P G ,T D

t D T D As tD G Ab t D G feasible tD ,T D

P t
 

Buyer Security 
A buyer who engages in no transactions suffers no direct 
harm from those transactions.  A buyer who enters into a 
transaction (assuming the common pay-before-delivery 
policy) becomes vulnerable at the moment that they pay for 
a good.  From this point, the seller is in control, and the 
buyer may be harmed by receiving an inferior good, or no 
good at all.   

A seller may be harmed, for example, by unfair feedback 
from buyers.  For a seller to wish to be honest, he may need 
confidence that buyers will provide fair reviews.  We do not 
address means to ensure the fairness of buyers here, how-
ever, since this is an element of seller security.  To establish 
that a system is buyer secure, then, may require the assump-
tion that buyers are honest.  We discuss how to address this 
problem, and lift this assumption, in the Discussion and 
Future Work section.  

In our framework, for a system to be secure, we do not hold 
the seller responsible for the buyer’s complete satisfaction.  
Instead, she need only deliver the good that she was ‘sup-
posed’ to give.  When a seller offers a good for sale, she 
provides information about that good.  This information 
constitutes the basis for the buyer’s understanding of the 
good they will receive.  Should they purchase the good, 
they would expect that it corresponds to each claim made in 
the offer.  This, then, is the basis for our notion of buyer 
security:  a buyer will be secure under a trust system if  

� ∀tD ∈ TD  honest(tD)  

Note that ‘buyer security’ directly addresses issues such as 
the value imbalance and reputation lag problems.  Other 
forms of dishonest behaviour may not be relevant to the 
buyer.  For example, ballot stuffing would be precluded by 
this property if used to lure buyers into cheating transac-
tions, but not if used by a seller to steal sales from another 
seller; the later is an issue of seller security.  

Levels of buyer security 
We might term the previous property, should it hold, as full 
buyer security—i.e., it is impossible for a seller to cheat a 
buyer.  Unfortunately, this property would be extremely 
hard to guarantee in practice.  For example, one might envi-
sion a trusted third party who receives both payment from 
the buyer and the good from the seller, and only forwards 
payment to the seller after inspecting the good to ensure it 
fulfills the agreement.  Such a system might offer great se-
curity, but is unlikely to be practical or scalable. [3]   

While it may not be feasible for a system to guarantee this 
property, it may be possible to achieve it under certain con-
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ditions, when certain assumptions hold for the marketplace.  
By limiting the guarantee to those circumstances where the 
assumptions hold, we effectively weaken the guarantee, 
allowing us to specify levels of security that are weaker 
than the ideal.  We specify these properties in the form of 
an implication:  
 (assumption1 ∧ ... ∧ assumptionm)  �  ∀tD ∈ TD  honest(tD)   

The assumptions denote limitations in the system, which 
prevent it from delivering on the unconditional guarantee.  
This does not mean that the system is useless, however.  For 
each assumption, there are two primary approaches to deal-
ing with it: 

1. External: It may be possible to ensure that an 
assumption actually holds for the marketplace in 
question.  If the property can be verified to hold for the 
marketplace, or if some mechanism external to the 
trust/reputation system can be used to guarantee the 
property, then the system will function adequately 
despite the presence of the assumption. 

2. Internal: It may be possible to modify the system to 
remove the assumption as a requirement for safety.  
Such modification may yield a more robust system, 
capable of working under a smaller set of assumptions.  
Thus, the presence of an assumption can provide 
important guidance for future research, allowing 
meaningful progress to be made.  

Through the use of these techniques, the goal would be to 
arrive at a system for which every remaining assumption 
can be ensured to hold in the marketplace—such a system 
would be secure for that marketplace.  It is our contention 
that clearly stating assumptions aids understanding of the 
security delivered, and the limitations of this security, as 
well as easing comparisons between possible models.  

Rational-agent secure 
While we may not be able to guarantee that every sale is 
executed honestly, we may be able to design the system so 
that it is in a seller’s best interest to be honest.  Such incen-
tive-based approaches depend on agents being rational 
profit-maximizers—operation of the system depends on 
agents reliably choosing what is best for them.  We believe 
this to represent an important and high level of security, 
stated as: 

 selling agents are rational  � ∀tD ∈ TD  honest(tD)   

More formally, denoting a coalition of selling agents as G: 

� �∀G rational(G)] � ∀tD ∈ TD  honest(tD)  

Recall that this entire statement is a specified property of a 
system.  It does not state that the implication holds in all 
cases; rather, for a system to be considered Rational-agent 
secure, it must be proved that under the system, if selling 
agents are rational then all transactions are honest. 

Since rational sellers are profit maximizers, the property 
above can be restated as: 

� �∀G ∀TD1,TD2 [ P(G, TD1) > P(G, TD2) �TD1 is selected]] 
  � ∀tD ∈ TD  honest(tD)   

For a system to be rational-agent secure, sellers must be 
able to understand that honesty is the most profitable pol-
icy.  Under some systems this may require considerable 
computation.  For example, determining that honesty 
maximizes profit may require the computation of an entire 
tree of possible future outcomes, which may be beyond the 
capabilities of the agent.  Where this may be an issue, the 
set of assumptions should include the computational capac-
ity required of the agents. 

Just as rational-agent security is quite a strong guarantee, it 
may also be difficult to achieve.  We consider several lower 
levels of security, derived by adding weakening conditions 
to the rational-agent secure property. The assumptions de-
scribed below are not mutually exclusive, nor can they be 
ordered in terms of security.  Systems requiring one or more 
of the following assumptions may be useful for certain sce-
narios, or may be only of research interest, as a stepping 
stone to a more secure method. 

Rational single-agent secure 
Ideally, a system would make the buyer secure regardless of 
collusion between agents.  However, collusion is notori-
ously difficult to combat.  A lower level of security might 
protect agents only from sellers who are not part of a coali-
tion: 

� �∀G rational(G) ∧ |G| = 1] � ∀tD ∈ TD  honest(tD)   

Rational single-seller-only secure 
Under some systems, a seller might be able to execute at-
tacks by acting as a buyer for some transactions, and as a 
seller for others.  As a weaker extension of single-agent 
security, a system might be secure when sellers cannot act 
as buyers.  (A seller might be able to open another account 
to use as a buyer, but that is an instance of collusion.)   
� �∀G rational(G) ∧ |G| = 1 ∧ ∀tD ∈ TD AB(tD) ∉ G]  
  � ∀tD ∈ TD  honest(tD) 

Rational infinite-transaction secure 
The exit problem is an extremely difficult one to combat, 
and it may be difficult to prevent dishonest sales once sell-
ers have exhausted finite inventories.  However, a system 
may make it more attractive for a seller to continue to do 
business than to exit at any point.  Such a system may pre-
vent the exit problem, but requires agents to be able to en-
gage in infinite transactions (e.g., the seller never runs out 
of inventory, there are always buyers willing to purchase 
the product, etc.): 

� �∀G rational(G) ∧ ∀TD  [honest(TD) ∧ feasible(TD) �  
   ( ∃t honest(TD ∪ t) ∧ feasible(TD ∪ t)  ) ]]  
� � � ∀tD ∈ TD  honest(tD)   
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Of course, a buyer may require protection in other ways—
that the market operator won’t take her money, that her 
personal information won’t be sold, etc.  However, these 
issues fall outside the traditional role of a trust/reputation 
system, and it is difficult to conceive of a trust/reputation 
system preventing behaviour that occurs outside of the mar-
ketplace itself, or that controls the behaviour of its operator.  

It may seem very difficult to use these standards in the 
analysis of many models, particularly those that are predic-
tive in nature.  It is worth reiterating, however, that unless 
proofs of such properties can be rendered, these systems are 
of unknown security at best; from our survey in section 1, it 
appears likely they are insecure.   

Security analysis of Trunits 
Having outlined a framework for establishing security guar-
antees and enumerated a number of important ‘levels’ of 
security, we provide no guidance in the construction of such 
proofs.  The reason is simple—proof methods are likely to 
vary greatly depending on the nature of the system used.  
Instead, we provide an analysis of our particular model of 
trust, Trunits, for two reasons.  First, it provides an example 
of the analysis of a trust model using our proposed frame-
work.  Second, we believe that it serves as one example of 
how trust might be modeled with an eye towards providing 
provable levels of security to adopters and participants. 

The Trunits Model 
Trunits is a model of trust—a buyer will engage in sales 
with a seller in which there is a certain degree of trust.  It 
differs from most trust models, however, in that it attempts 
not to predict behaviour, but rather to ensure good behav-
iour by making honesty the most profitable strategy.  We 
provide a brief description of Trunits here; a more detailed 
treatment can be found in [7]. 

The ‘Trunits’ model is inspired by the concept of money. 
Before the advent of money, goods and services were ex-
changed by bartering.  This placed several limitations on 
trade; here, the most relevant was the requirement for buy-
ers and sellers to interact directly, to exchange goods of 
comparable value.  A primary function of money is to over-
come this requirement. 

Money is an abstract ‘substance’, representing quantities of 
value.  Money flows in a transaction, mirroring the flow of 
value in a barter transaction: the value of the money stands 
in for the value of a good.  Money frees the traders from the 
requirement that goods move in both directions—value 
gained from one trader can be ‘spent’ with another. 

The key problem with trust in our new breed of market-
places is that buyers and sellers usually do not have direct 

relationships, so trust cannot form naturally.  Since we seek 
to overcome the requirement for a direct relationship—to 
allow trust gained from one trader to be ‘spent’ with an-
other—it seems natural to consider the use of abstract trust 
units, or ‘trunits’, to play the same basic role in which 
money has been so successful. 

As with money, the movement of trunits should mirror that 
of trust in a direct relationship.  This movement, however, 
is very different from that of value.  While the flow of value 
is an exchange process, we see the ‘movement’ of trust as a 
risk process, and suggest a model based on this view.  We 
focus on trust of the seller as the primary issue: 

• Before a buyer will purchase something from a seller, 
the buyer must have sufficient trust in the seller.  The 
degree of trust required is dependent on a number of 
factors; the price of the item is likely a major one. 

• After purchasing the good, the buyer will evaluate it. 
o If the good met her expectations (i.e., it was at least 

as good as was advertised by the seller), then the 
seller is likely to gain more of her trust. 

o If the good did not meet her expectations, then the 
seller is likely to lose some of her trust. 

Based on this view, we suggest a model that makes use of 
abstract units of trust, where trust of a seller is not tied to a 
specific buyer: 

• The seller has some quantity of trunits, representing all 
of the trust gained from all buyers to date.  For a buyer 
to consider buying from a seller, the seller must possess 
a sufficient degree of trust, i.e., must hold sufficient 
trunits.  The required number of trunits is tied to the 
price of the good. 

• After purchasing the good, the buyer will evaluate it, 
relative to her expectations.   
o If the good met her expectations, then the seller gains 

some additional quantity of trunits. 
o If the good did not meet her expectations, then the 

seller loses some quantity of trunits. 
As a seller executes honest transactions, his trunit balance 
grows, allowing future profitable transactions.  In contrast, 
dishonest sales curtail future transactions.  This provides 
the fundamental incentive for honesty.  The number of 
trunits gained is proportional to the size of the sale.  Honest 
execution of small transactions will allow a seller to con-
tinue making small sales, and to grow his sales volume, but 
will not allow him to immediately jump to disproportion-
ately large sales for which he has not demonstrated trust-
worthiness. 

We propose a ‘basic Trunits mechanism’, based on this 
model.  When an agent wishes to make a sale, we require 
him to put up a quantity of trunits to ‘cover’ the sale2.  

                                                           
2Under Trunits as currently described, trunits are kept with a 

‘market operator’ who administers the system.  If this market 
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These trunits represent the trust that the seller is risking by 
engaging in a transaction.  We require that the number of 
trunits risked be directly tied to the value of the transaction, 
using the formula: 

 V = rτ 

where V is the value (selling price) of the transaction, τ is 
the number of trunits, and r is the required risk ratio3, a 
(positive) parameter set by the market operator.  The trunits 
are put into escrow with the market operator, pending com-
pletion of the transaction.  Upon completion, if the buyer 
rates the transaction as unsatisfactory, then the seller loses 
the τ trunits placed in escrow.  If, on the other hand, the 
buyer rates the transaction as satisfactory, then the τ trunits 
are returned to the seller, along with some additional quan-
tity of trunits related to the value of the transaction, for a 
total of: 

 (1+p) τ = (1+p) V/r 

where p is a premium or reward of additional trust for act-
ing in an honest manner, a (positive) parameter set by the 
market operator.  In the basic mechanism presented here, 
the same values of r and p are used for all traders and trans-
actions.  In this implementation of Trunits, we do not allow 
a buyer to sell to himself (i.e., to the same user account), in 
order to gain trunits through ‘honest’ transactions. 

From a buyer’s perspective, no evaluation or computation is 
required prior to purchasing to determine if a seller is trust-
worthy—if the seller possesses enough trunits for a transac-
tion, then by definition, she is trustworthy for that transac-
tion.  The market operator will not allow a transaction to be 
executed unless the seller has sufficient trunits.  From a 
seller’s perspective, honesty results in a growing trunit bal-
ance and the ability to engage in more sales in the future, 
while dishonesty will reduce the potential for future sales.   

One issue encountered with this model is the ‘start-up’ 
problem: how does an agent acquire an initial quantity of 
trunits?  In our current work, we investigate several options 
that appear to be safe, including loaning agents an initial 
quantity of trunits to be secured by a cash bond, and (where 
identities can be established with certainty, preventing Re-
entry) simply providing new agents with an initial quantity.  
A third alternative, allowing agents to purchase trunits on 
an open market, is discussed briefly in section 5.  

Note that, while Trunits is a model of trust, it is also a 
mechanism, designed to encourage honest behaviour.  
                                                                                                 

operator is an identifiable entity (e.g., in a centralized imple-
mentation), this market operator is considered to be a trusted 
third party. 

3While this relationship determines the number of trunits required 
to secure a sale, note that it does not imply an ‘exchange rate’; 
trunits cannot be directly traded for money in this manner under 
the mechanism presented.        

Moreover, the incentive provided by the mechanism can be 
calculated with precision (as outlined below), serving as a 
basis for rational decision making. 

Buyer Security in Trunits 
We seek to verify that the essential buyer security property, 
∀tD honest(tD) will hold.  As an incentive mechanism, 
Trunits relies on agent rationality to ensure desirable behav-
iour: we target rational-agent security.  The basic function 
of Trunits is that an agent makes more money if he fulfills 
his commitment, so he tries to do so.  For this incentive to 
hold, the agent must actually be able to fulfill his commit-
ments.  If he is unable to do so successfully (e.g., poor qual-
ity control) he might find it more profitable to cheat, rather 
than incurring the cost associated with honestly executing a 
transaction, and still getting a bad rating.  Thus, we assume 
that agents can control quality in order to meet commit-
ments if they choose to do so.  (We can actually relax this 
assumption under Trunits, instead specifying with precision 
an acceptable range in the degree of control, but omit these 
details for brevity.) 

The basic Trunits mechanism regulates the behaviour only 
of sellers, so on its own, it cannot provide provable security 
in the face of coalitions of both buyers and sellers.  Thus, 
we attempt to prove that Trunits provides rational single-
seller-only security.  Further, since Trunits is based on 
buyer feedback controlling future sales, we must assume 
that buyer honesty is ensured through some parallel mecha-
nism.  Finally, basic Trunits provides no direct impediment 
to a seller cheating as she exits the market, should she ex-
haust her ability to honestly sell goods (e.g., if she has run 
out of inventory).  However (as will be shown below), there 
is a strong incentive not to exit the market, so our analysis 
is conducted under the assumption that the infinite-
transaction property holds, where the agent can engage in 
infinite honest sales if desired.  (By ‘infinite’, we mean both 
that the seller’s activity is unbounded in duration, and that 
the seller’s capacity for sales at any given moment is un-
bounded as well.)  

This analysis is based on the assumption that selling cost is 
a fixed fraction c of selling price.  This assumption is not 
unreasonable; many companies determine selling prices by 
applying percentage markups to cost, and in many indus-
tries the markup used is consistent among sellers.  While we 
do not believe that this constraint is required for Trunits to 
be secure, it has been assumed in order to simplify analysis. 

Security guarantee of Trunits 
What we seek to prove, then, is:  

Trunits is in use ∧  
selling agents are rational ∧  (A) 
selling agents act alone ∧  (B) 
selling agents can engage in infinite honest transactions ∧ (C) 
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buying agents are honest ∧ (D) 
selling agents can reliably meet commitments if willing ∧ (E) 
cost c is a constant percentage of selling price (F) 
 ��∀tD  honest(tD) 

Specified more formally: 

�Trunits is in use ∧ 
∀G ∀TD1,TD2 [ P(G, TD1) > P(G, TD2) �TD1 is selected] ∧  
∀G |G| = 1 ∧  
∀TD  [honest(TD) ∧ feasible(TD) �  
          ( ∃t honest(TD ∪ t) ∧ feasible(TD ∪ t)  ) ] ∧ 
buying agents are honest ∧ 
selling agents can reliably meet commitments if willing ∧ 
cost c is a constant percentage of selling price] 
� ��∀tD ∈ TD  honest(tD)   

A note on feasibility 
The feasibility of a schedule is important to its profitability, 
so impacting the analysis of Trunits.  A transaction under 
Trunits begins when the agreement is made, and ends when 
the buyer has rated the seller.  Let start(i) represent the start 
time of transaction i, and end(i) its time of completion.  Let 
τinit represent the seller’s initial trunit balance, and τi the 
trunits required for transaction i.  Since every transaction i 
requires an outflow of trunits when it begins, but only hon-
est transactions have inflows (plus reward) at completion, 
the balance of trunits available at any given time is: 

bal time init
i T d start i time

i 1 p
i T d C end i time

i
 

If, at any time, τbal < 0, then some transaction(s) starting 
before time required more trunits than were available (i.e., 
the transaction(s) would not have been allowed).  A feasible 
schedule (from the standpoint of the constraints imposed by 
Trunits), then, is one for which τbal is never less than 0 for 
all sellers of transactions in the schedule.  Consider any TD 
and cheating set C, where C ⊆ TD.  Note that the addition of 
a transaction (that is a member of TD) to C (i.e., changing an 
honest transaction to a dishonest one) does not change the 
number of ‘outflow’ trunits, but does reduce the number of 
‘inflow’ trunits.  Thus, the addition of a transaction to C 
never increases τbal, but will lower it (specifically, after 
end). This means that the addition of a transaction to C 
might result in a previously feasible transaction becoming 
infeasible.  Conversely, the removal of a transaction from C 
only increases the number of trunits available, so it cannot 
render a feasible transaction infeasible.4 

Proving the guarantee 
Since rational sellers choose the most profitable option, our 
goal is to show that, for any arbitrary schedule, profit is 

                                                           
4 While feasibility depends on the timing of transactions, we do 

not specify temporal parameters for the schedules (TA/TD); in-
stead, the timing of each transaction can be specified within the 
transaction itself.  

maximized by executing each transaction in the schedule 
honestly.  First, we consider only finite schedules.  Con-
sider any honest, feasible schedule TD, and a schedule TD′ 
with the same set of agreed transactions TA.  TD′ has the 
non-empty cheating set C.  Since we have assumed that 
sellers act alone, we omit the G from our profit formula.  
For each computation below, we denote each TD by its cor-
responding schedule of agreed transactions and its cheating 
set.  Thus, we seek to show that for any non-empty C ⊆ TA,  

 P(TA, C) < P(TA, ∅). 

Note that by our assumptions, the seller acts alone; further, 
the mechanism does not allow him to sell to himself.  This 
means that all cash and trunit flows come only through 
transactions with buyers.  Note, too, that the seller can meet 
his commitments if he chooses to do so, and that buyers are 
honest—this means that if a seller intends to fulfill a trans-
action honestly, he will receive the trunit flows due him. 

The profit function for Trunits requires further considera-
tion, regarding the value of accumulated trunits.  At the end 
of the schedule, the seller will have earned some profit, and 
will have some quantity of remaining trunits (denoted τbal 
(exit), where exit is the time at which the last transaction is 
completed).  While cheating might increase profit earned 
during the schedule, it would reduce the number of leftover 
trunits—since trunits can be used to earn future profits, this 
is a reduction in value gained by the seller.  To measure this 
value, we introduce one additional transaction that occurs 
after exit.  In this transaction, the seller uses all remaining 
trunits to cheat, as he is free to do.  We do not mean to sug-
gest that this is what the seller will or should do. (As we 
will show below, if he is rational he would continue to 
make honest trades beyond the end of the schedule.)  In-
stead, we use this to determine the value he can assuredly 
gain from his trunits, and effectively set a lower bound on 
the future profits that could be earned with them.  Thus, for 
every schedule, the total profit will be the sum of the profit 
from honest sales, the profit from cheating sales, and the 
revenue from the ‘final cheat’ after the schedule has com-
pleted: 

P T A ,C 1 c r
i T A C

i r
i C

i r bal exit

1 c r
i T A C

i r
i C

i r init
i T A

i 1 p
i T A C

i

 
(In fact, if the schedule is infeasible, the profit will be less 
than this, because some of the transactions will not be per-
mitted to occur.  Thus, this represents an upper limit on the 
profitability of the schedule.)  Now, consider the same 
schedule, but with two different sets of cheating transac-
tions C1 and C2, where C1 ⊂ C2, (i.e., C2 may be thought of 
as the result of adding cheating transactions to C1).  If the 
delivered schedule using C1 is feasible, the one using C2 
may be either feasible or infeasible.  To compare profits 
from each schedule, we subtract the profit of the second 
from that of the first: 
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Given that (1 – c), p, and r must all be greater than 0, as 
must all trunit values in the sets (and hence in the summa-
tion), this subtraction yields a positive number.  (Further, 
note that if C2 yields an infeasible schedule, then its profit 
will be reduced, increasing the result of the subtraction.) 
This means that if C1 ⊂ C2, the profit using C1 must be 
higher than that of C2.  Given that the empty set is a subset 
of every set, for any finite TA and non-empty C ⊂ TA, P(TA, 
C) < P(TA, ∅).   

The exit problem 
The analysis above shows that for any finite schedule, profit 
is maximized through honesty, but for the last ‘cheating 
exit’ transaction.  Ideally, the seller will never want to make 
such an exit; we now relax the finite schedule constraint, 
consistent with our stated assumption.  Consider any arbi-
trary feasible schedule TA. A rational seller will maximize 
profit by executing every transaction honestly, so the profit 
formula simplifies to: 

  
P T A r 1 c p

i T A

i r init
 

Instead of cheating on exit, the seller might consider exe-
cuting one more honest transaction t.  Assuming that the 
new transaction yields a feasible schedule (and since every 
sale in TA is honest, it must be possible to add a feasible 
transaction), the new profit is: 

 

P T A t r 1 c p
i T A t

i r init

r 1 c p
i T A

i t r init

 
Since all of r, p, (1 – c), and �t are positive, P(TA ∪ t ) > 
P(TA), meaning that for any given schedule, it is more prof-
itable for the seller to add profitable transactions.  (Note 
that adding dishonest transactions does not increase the 
profit—cheating within the schedule is no more profitable 
than during the ‘cheating exit’.) 

The result implies that to maximize profit, the seller should 
never cheat, but should continue to sell items indefinitely.   

In summary, for any schedule, profit is maximized by exe-
cuting every transaction honestly, and continuing to add 
honest transactions to infinity.  Thus, 

�Trunits is in use ∧ 
∀G |G| = 1 ∧  
∀TD  [honest(TD) ∧ feasible(TD) �  
          ( ∃t honest(TD ∪ t) ∧ feasible(TD ∪ t)  ) ] ∧ 
buying agents are honest ∧ 
selling agents can reliably meet their promised specifications ∧ 
cost c is a constant percentage of selling price] 
 ��∀TA�

�∀C ⊆ TA, |C| > 0 � P(G, TA, ∅) > P(G, TA,C)] 

This yields: 

�∀G ∀TD1,TD2 [ P(G, TD1) > P(G, TD2) �TD1 is selected]] ∧  
∀TA�

�∀C ⊆ TA, |C| > 0 � P(G, TA, ∅) > P(G, TA,C)] 
 ��∀TA�

�TA, ∅) is selected  ��∀tD ∈ TD  honest(tD) 

Essentially this means that since it will not be profitable for 
a rational seller agent to cheat, they will execute every 
transaction honestly.  Thus, the Trunits mechanism can 
provide the user with a guarantee of security, at this level. 

The (labelled) list of assumptions given above identifies the 
limitations of the basic Trunits mechanism.  Understanding 
these, how can we be sure that the mechanism will be se-
cure?  Rationality of agents (A) is a fundamental assump-
tion of most work in mechanism design, and a limitation 
that we likely must accept; it is not an unreasonable expec-
tation of sellers in a marketplace, however.  Sellers acting 
alone (B) speaks to the issue of collusion, a difficult prob-
lem with which the trust and reputation community contin-
ues to struggle.  Since it is unlikely that we can safely as-
sume that agents won’t collude, we must devote effort to 
extending the mechanism to make it collusion-proof.  The 
need for infinite transactions (C) can be addressed through 
enhancements to the Trunits mechanism; this is discussed in 
more detail in section 5. The requirement for agents to be 
honest (D) speaks directly to the absence of any system to 
address the trustworthiness of buyers.  Extension of Trunits, 
or the use of a parallel system to ensure buyer honesty, is 
required to address this limitation.  The assumption that 
sellers can control quality (E) can actually be refined to 
specify the degree of control required, as noted.  Finally, 
the assumption that cost is a fixed percentage of selling 
price (F) is a special case of an internal limitation.  This 
assumption is not likely required for the desired property to 
hold, but has been added to ease analysis.  It might be 
eliminated with more detailed consideration. 

 

The Trunits mechanism, as presented, provides security 
against reputation lag (since trunits must be placed in es-
crow during the course of a transaction, they cannot be used 
to cheat multiple buyers at once) and value imbalance 
(since the number of trunits earned in honest sales is pro-
portional to the value of the sale), and some degree of pro-
tection against the exit problem (since there is an incentive 
for sellers to remain in the market).  Note too that re-entry 
does not diminish the security of buyers (since there is no 
advantage for a seller who has lost his trunits to re-enter 
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under a different name), and that no initial window of op-
portunity exists (since buyers are not relying on their own 
experience to choose partners.)  These arguments are out-
lined in greater detail in [7].  However, success against a 
large number of catalogued vulnerabilities is not enough for 
any system to be considered secure—our catalogue is al-
most certainly not exhaustive. In contrast, our analysis 
above gives us a clear picture of exactly what guarantee 
basic Trunits provides, and under what conditions—Trunits 
has achieved a specific provable level of security.  The abil-
ity to do so appears to be linked to the fact that the incen-
tive for honesty is explicit, and thus measurable.  Based on 
this guarantee, informed decisions can be made about 
whether this mechanism is appropriate for a given scenario.  
Moreover, clear directions have been identified for future 
research, in overcoming these restrictions. 

Discussion and Future Work 
This paper has argued that it is necessary to explicitly con-
sider security in the development of trust and reputation 
systems, and has proposed a framework for doing so.  This 
approach is contrasted with that of current researchers in 
the area of trust for multiagent systems in electronic mar-
ketplaces, which focus predominantly on developing meth-
ods for predicting untrustworthiness.   

Existing methods of modeling trust and reputation are sub-
ject to vulnerabilities; the gravity of the existence of such 
vulnerabilities should not be underestimated.  To a rational 
agent who knows that a trust/reputation model is in use, the 
model constitutes part of the agent’s environment as much 
as the operational rules of the market do.   Just as we would 
expect this agent to maximize profit within the operational 
rules, we should expect he might do so with this expanded 
understanding of the environment—a profit maximizing 
strategy might very well involve exploiting a vulnerability. 

To be considered secure, a system with potential vulner-
abilities would need to demonstrate that it is secure against 
an exhaustive list of such vulnerabilities (which is difficult 
to obtain).  Moreover, in the process of adjusting the system 
to remove vulnerabilities, the potential for introducing new 
vulnerabilities exists. In contrast, proving a system to be 
secure according to our framework enumerates a complete 
set of assumptions to be addressed.  

It can be argued that when a predictive model is being used, 
if an agent is rational and knows that trustworthiness is be-
ing modeled, it will affect his decisions—he might be in-
clined to try to act honestly, to maximize future profit.  In 
this case, a predictive model might also be viewed as a de 
facto incentive mechanism.  This view makes our frame-
work especially relevant for those working on predictive 
approaches. 

While we argue that security is critical to the adoption of 
trust and reputation systems, we do not mean to suggest that 
other goals are unimportant.  Indeed, improving predictive 
accuracy, maximizing social welfare, etc., are all worth-
while objectives.  It is our contention, however, that a com-
plimentary consideration of security needs to be included as 
well. 

We focused in this paper on characterizing security for the 
buyer, but to be complete a system should also offer secu-
rity to sellers, and to the market operator.  We present a 
very brief outline of seller and market security here, to be 
expanded in future work. 

Seller security is more difficult to define than buyer secu-
rity.  Buyers wish to receive goods as promised, and the 
required protection can be specified within individual trans-
actions.  By comparison, the primary goal of sellers is 
profit, which can be attacked in a variety of indirect ways.  
The example of ballot-stuffing [1] illustrates this point, 
wherein a coalition artificially inflates the attacker’s rating 
in order to steal sales from the victim.  Such activity can 
certainly cause damage, but this damage is more difficult to 
isolate than an unfulfilled commitment, and hence safety 
properties are more difficult to formulate.  This is compli-
cated by the fact that a trust system cannot guarantee certain 
levels of profit or revenue, since these will be affected by 
quality of marketing, legitimate competitive activity, etc.  
We suggest that for a system to be secure for the seller, the 
dishonest activity of any attacker should not reduce the 
seller’s revenue (from agents other than the attacker(s)).  
Other approaches will also be considered. 

To protect the market operator, or to ensure the continuing 
operation of the market where no operator can be identified 
(e.g., in some peer-to-peer systems), a proposed set of secu-
rity requirements might consist of the following.  Dishonest 
activity should not cause costs to be incurred by the ‘mar-
ket’, because violation of this property would allow attacks 
to render the ‘market’ insolvent.  Operation of the trust sys-
tem should be budget balanced, or profitable.  Finally, dis-
honest activity by participants should not cause the market 
to fail.  

Our analysis revealed that Trunits is buyer secure, under 
specific conditions.  Future work will pursue both the re-
moval of some of these conditions through enhancements to 
the system, and providing protection for other market par-
ticipants.  First, since Trunits regulates only the behaviour 
of sellers, it does not provide seller security; further, it de-
pends on the honesty of buyers to deliver buyer security, 
rather than providing a means to ensure buyers are honest.  
Trunits might incorporate protection from dishonest buyers 
directly.  Alternatively, it is important to note that the 
model does not preclude the parallel use of another system 
for this purpose.  For example, a mechanism like that of 
Jurca and Faltings [6] might be considered. 
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Trunits provides weak protection against the exit problem, 
by providing an incentive for sellers to stay in the market.  
This protection requires the assumption of unlimited future 
transactions for sellers, however, which is unrealistic.  In 
our current work we are studying the treatment of trust as a 
tradable commodity (i.e., allowing agents to buy and sell 
trust).  This notion, while counterintuitive, seems to allow 
us to cope with the exit problem without sacrificing the 
other beneficial properties of the model.  Under this system, 
selling unneeded trunits can be made more profitable than 
using them to cheat, providing a strong incentive for hon-
esty whether the seller exits the market or not.  This ap-
proach also provides a natural solution to the ‘start-up prob-
lem’ noted above, since agents can purchase initial quanti-
ties of trunits. 

In summary, the security framework presented in this paper 
offers a new direction for researchers in the area of trust 
and reputation to promote confidence in their models for 
real users. The Trunits model also provides a promising 
direction for designing electronic marketplaces in a way 
that offers guarantees of security to buyers. 
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ABSTRACT
The field of multiagent systems has experienced an impor-
tant growth and evolution in the past few years. Due to
the agent autonomy and their need for cooperation, special
attention has been paid to reputation mechanism. Several
reputation models have appeared in literature offering solu-
tions to this problem. However, each one uses their own con-
cepts, terminology and ways to represent evaluations that
make impossible an hypothetical transmission of social eval-
uations between agents using different reputation systems.
In this paper we describe and present the implementation
of an ontology of reputation as well as an ontology map-
ping mechanism that can be used for these dialogs. When
transmitting social evaluations, agents will map them into
elements of this common ontology, that the receiver agents
will translate to elements understandable by their particular
reputation system.

1. INTRODUCTION
The field of multiagent systems has experienced an impor-
tant growth and evolution in the past few years. These
systems can be seen as virtual societies composed of au-
tonomous agents where there is a need to interact with other
members of the society to achieve their goals. As in human
societies, these interactions are not solely restricted to di-
rect trades, but also include simple exchanges of informa-
tion1. A scenario like this arises intrinsically the problem
of partners selection via the detection of good or bad po-
tential partners, or how agents evaluate the credibility of
received information. Internet has shown us at least one
solution to that problem, one based on electronic certifi-
cates and encrypted digital signatures that make us trust
the site we are visiting and increase the credibility of infor-
mation that we gathered. Notice that this metainformation,
these certificates, are generated by the same owners. How-
ever, human societies along its history have been using other
mechanisms that take advantage of exchanging information
about the goodness of other members’ performances. They
are the trust and reputation mechanisms, a very powerful
social control artifacts that have been studied from differ-
ent perspectives, such as psychology (Bromley [3], Karlins

1We understand as direct trade an interaction between
agents (typically two) that involves cooperation or offering
some service, and where it is possible to define a previous
contract with the expectations that have the different parts.
This is different from exchanging information, since in that
case, there is no contract to be accomplished

et al. [15]), sociology (Buskens [4]), philosophy (Plato [18],
Hume [14]) and economy (Marimon et al. [16], Celentani et
al. [8]).

As described in Conte and Paolucci [9], reputation-based
systems can be seen as a spontaneous and implicit norm-
based system for social control. Every society has its own
rules and norms that participants should follow to achieve
a well-fare society. Social control mechanisms should be
able to exclude not normative participants, but not even
designed institutions can do that because they would need
to keep a control over each transaction, and it is totally out
of the question in distributed environments populated by au-
tonomous entities. Here is where reputation-based systems
can help to solve the problem. The social control they gen-
erate emerge implicitly in society, since non normative be-
haviors would tend to generate bad reputation that agents
will take into account when selecting their partners, and
therefore it may cause exclusion of the society due to social
rejection. The idea of not having a totally explicit social
control is crucial in multiagent systems and the last decade
the interest on these mechanisms has considerably increased
in the field. As a consequence numerous reputation models
have appeared in the literature.

E-Commerce sites already use some of them (eBay [10],
Amazon [2], OnSale [17]). These models consider reputation
as a centralized global property of each particular agent (in
these cases, sellers and buyers) calculated from the ratings
that the system has received from users. These reputation
values may be taken into account by potential buyers while
selecting sellers. More sophisticated models ([1], [13], [21],
[26], [5], [22], [19]) consider reputation as a subjective and
contextualized property. Therefore every agent has its own
reputation system that provides evaluations of other agents
calculated from external communication and direct experi-
ence, giving the agent its own vision of the society. Further-
more, other models (see [6], [20]) take into account social
information when providing these evaluations.

Once the actual situation is set, the beauty of such diversity
clashes against an hypothetical virtual society whose agents
do not use the same model. Since all of them use their own
nomenclature, representation of the evaluations and even
ways to interact, there is no way to establish communica-
tion between two agents using different reputation models
that exchanges information about social evaluations. If the

90



source knew which model is using the recipient it might con-
vert his/her own representation to the other one, but there
is no reason to think that agents will know the internal func-
tionalities of other participants.

This work gives an implementable solution to this problem.
We propose a common ontology for reputation that allows
the communication of social evaluations among agents that
are using different reputation models. The implementation
is based on a common API2 that will work as a middleware
between the common ontology and each particular model.
An special emphasis is put on how to deal with the differ-
ences on the representation of the social evaluation values.

In Section 2 we explain the related work in reputation on-
tologies that exists in the literature. In Section 3, we de-
scribe in detail the proposed ontology and its main elements.
Then, in Section 4 we define how we deal with the problem
of value representation in social evaluations. In Section 5,
we explain the design of the API interface. Finally, in Sec-
tion 6, we show how the ontology can be mapped to several
representative reputation models.

2. RELATED WORK
There is not much work done on this specific topic. When
talking about ontologies for reputation there are in the lit-
erature two main works.

On one hand, in Casare et al. [7] is proposed a functional on-
tology the goal of which is to put together in a very concep-
tual level all the knowledge about reputation. It is based on
the concepts defined in the Functional Ontology of Law [24].
This approach is interesting from a theoretical point of view
because offers an structured definition of reputation and its
related concepts, including processes of transmission, that
could be used, as they claim in [7], as a meta-model of repu-
tation concepts that could be mapped into existent models.
In fact, in [25] is proposed a basic agent architecture to
allow interoperability between agents using different repu-
tation models that incorporates their functional ontology in
this way. However, it is still a very conceptual approach that
does not give solutions for the problems that in a possible
real implementation we could find, like representation types
for the evaluations, ontology mapping mechanisms etc...

On the other hand, as part of the European project eRep [12]
a set of terms about reputation concepts has been defined.
They can be seen in the wiki of the project [11]. The aim
of this effort is to define an ontology that all partners par-
ticipating in the project could use as a consensual starting
point. This ontology describes in detail all the elements par-
ticipating in social evaluations, as well as the processes of
transmitting them. It also defines the main decisions con-
cerning reputation that agents may take. This ontology is
based on the cognitive theory of reputation defined in the
book by Conte and Paolucci [9] and the Repage model [19].

The ontology presented in this article is a subset of the one
used in eRep. Basically we are taking the elements of the
eRep ontology concerning agents’ beliefs that deal with so-
cial evaluations (see Section 3) adapting them to allow a

2Standard acronym for Application Programming Interface
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Figure 1: The main classes and components of a
social evaluation and voice

direct and easy implementation. The main difference be-
tween the resulting ontology and the ontologies in eRep [12]
and Casare et al. [7] is the focus on the implementation with
an special emphasis on the representation of the social eval-
uation values (see Section 4), something not present in the
previous approaches. For a description of the rationale be-
hind each element of the ontology we refer the reader to the
article about the Repage model [19].

3. THE ONTOLOGY
3.1 Preliminaries
In order to explain the elements of the ontology it is neces-
sary to get in touch with some concepts defined in [9]. This
cognitive theory keeps an essential difference between im-
age and reputation. Both are social evaluations, evaluations
that concern other participants in the society, individuals
like single agents, or supra individuals like groups or col-
lectives, but while image refers to evaluations that agents
take as certainty, reputation refers to other’s evaluations
and therefore is considered a meta-belief, that is, a belief
about other’s belief. This brings us some important con-
sequences, since accepting a meta-belief does not imply to
accept the nested belief. Assuming that target agent A has
some given reputation means that it is reputed with more
or less goodness, and that such evaluation circulates on the
society, but not necessary implies to share the evaluation
itself. So, reputation refers to what is said, not what is true.

In the following subsections 3.2 and 3.3 we explain the ele-
ments of this ontology, from the characterization of a social
evaluation to a taxonomy of what we understand as evalu-
ative belief, that is, agent’s beliefs that include some social
evaluation. For a more formal definition of the ontology we
refer to the work performed in the eRep project [12]. Here
the objective is to provide a less formal description of the
elements.

3.2 The social evaluation and voice
In Figure 1 we show the main elements involved in the def-
inition of a social Evaluation and Voice. In the following
paragraphs we describe each of them.
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3.2.1 Entity
An Entity is any element of the society susceptible of being
evaluated or having an active part in the generation or diffu-
sion of evaluations. From the point of view of our theory an
Entity can participate in the process of reputation in four
different ways. On one hand, an Entity being evaluated is
playing the social role of Target, meanwhile the one gener-
ating it, the role of Source. On the other hand, an Entity

that spreads an Evaluation plays the role of Gossiper, and
the one receiving it the role of Recipient.

3.2.2 Focus
The class Focus is the context of the evaluation. The good-
ness or badness of some entity’s Evaluation is towards to
an specific Norm, Standard or Skill. Agents can evaluate
the same Target agent from different points of view. For
instance, we can have a bad image of Agent A as a chess
player, but a very good image of the same agent as a soccer
player.

3.2.3 Value and Strength
The class Value contains the goodness or badness of the
Evaluation, it is how good or bad is the Target entity in the
context defined by the element Focus by the Source entity.
In Section 4 we describe how we have represented this value.
The Strength, represented with a bounded real belonging to
the interval [0, 1] is a subjective measure set by the Source

that indicates how reliable is the evaluation, being 1 the
maximum reliability. For instance, agent A may have had
only one direct interaction with agent B, getting very good
results. Then, agent A may generate a very good evaluation
of this agent, but because he/she had only one interaction,
agent A may not be totally sure of this Evaluation, specially
when is communicating this result to another agent. The
Strength is simply a measure that agents may use in order
to be more accurate in their Evaluations.

As we will see, the Strength value is closely related to the
uncertainty conversion (CU) described in Section 4.3. Both
refer to some uncertainty associated to the Value class, but
meanwhile the Strength is a subjective value that agents
deliberately set, CU is intrinsic to how the Value is repre-
sented and the history of performed conversions, as will be
shown in Section 4.3. It is a decision of each agent to use
and combine these indicators or simply ignore them.

3.2.4 Evaluation and Voice
Finally, the class Evaluation encapsulates all the elements
that participate in a social evaluation. It includes two in-
stances of the class Entity playing the role of Source and
Target, the Context, that belongs to the class Focus, and
finally the Value of the evaluation. In the literature we
found reputation and trust models that represent the Value

with a simple boolean (good, bad), with a bounded real
or even with fuzzy sets or probability distributions. The
choice of this representation is one of the most delicate is-
sues when developing a common ontology that should take
into account a whole variety of representations, or at least,
the most common ones. We discuss this problem and the
solution we propose in Section 4.

Once defined the class Evaluation, we introduce the class
Voice, that includes the necessary elements to represent the

spreading of an Evaluation. A Voice is defined as a ‘report
on reputation’. For instance, “It IS SAID that John is good
at playing soccer” is an example of a Voice. Apart from the
Evaluation itself, it has two attributes belonging to Entity

that identify the Gossiper and the Recipient of the Voice.

3.3 Evaluative Belief
Not all the Evaluations and Voices that agents have in
their belief set have an specific meaning. I may have my
own Evaluation of somebody, but I may have as well an
Evaluation that somebody else gave me. Both are Evaluations,
but their semantics are completely different. Taking into
account this, the ontology describes a taxonomy of evalua-
tive beliefs, beliefs that contain some Evaluation. Figure
2 shows the graphical representation of the taxonomy and
the attributes that the leaf classes have. As a root we find
the class EvalBelief, representing social evaluations that
agents may have in their belief set. As showed in Figure 2
we divide the social evaluations in two categories, the classes
SimpleBelief, a belief that the holding agent acknowledge
as true, and MetaBelief, a belief about others’ belief (in
other words, a representation of other’s mind). Let’s de-
scribe each one of the bottom classes.

3.3.1 Image
An agent holding it, believes in the Evaluation that con-
tains the class as attribute. In other words, an Image con-
tains the believed opinion of the agent about a given Target

with respect to a given Focus. The important point here is
that the agent believes that this Evaluation is true.

3.3.2 Direct Experience
This class refers to the Evaluation that an agent creates
from a single interaction or experience with another Entity.
After an interaction, the generated outcome (the objective
result of the transaction) is subjectively evaluated by the
agent. This evaluation depends on the current mental state
of the agent. The Evaluation is associated with a partic-
ular transaction, represented in the class by the attribute
IdTrans3 .

3.3.3 Shared Voice
An agent holding a Shared Voice will have the certainty
that a perfectly identified set of Entities will acknowledge
the existence of the Voice included in the class. Following
the previous example, the fact that agent A, B, C and D
inform agent X that ”It IS SAID that John is good at play-
ing soccer” is understood as a Shared Voice, since a set of
agents (A,B,C,D) share the same Voice about ”John”. This
class only refers to what the set of agents have informed, it
is not a representation of what they believe. Therefore, a
Shared Voice cannot be considered a meta-belief.

3.3.4 Shared Image
In this case, an agent holding a Shared Image believes that
a perfectly identified set of Entities have as a belief the
Evaluation included in the object. Clearly, this concept
is considered a meta-belief in the sense that is a belief of
other’s belief, even though the set of Entities is known.

3In Figure 2 this attribute is presented belonging to the class
Real. It simply means that IdTrans ∈ IR.
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3.3.5 Reputation
In our approach, Reputation is a generalization and loss of
reference of the Shared Voice. An agent holding a Reputation

believes that most of the entities would acknowledge the ex-
istence of the Voice included in the class. It refers to what
a target agent ”IS SAID to BE” by most of the population
or group. From the point of view of the holder agent, it is
understood as a belief of others’ belief in the sense that the
holder agent believes that most of the population believe
certain evaluation. For instance, taking again our example,
to acknowledge that most of the people say that “John is
good at playing soccer”, can be understood as to believe
that most of the people believe that “John is good as a soc-
cer player”, but this does not imply to really believe that
John is good at it. Again, we consider Reputation as a
meta-belief.

4. VALUE REPRESENTATION AND CON-
VERSIONS

One of the most important aspects of the reputation models
are the value representations and semantics they used for the
evaluations. In literature we find numerous models each of
them using a different way to represent the value of an eval-
uation, from a simple boolean value indicating good or bad,
to probability distributions and fuzzy sets. For instance, the
eBay model uses a system of colored stars to show the repu-
tation of a seller that could be seen as a simple real number
between 0 and 100.000, meanwhile the Repage model uses
a probability distribution over the discrete set Very Bad,
Bad, Neutral, Good, Very Good. . When designing a com-
mon ontology on reputation it is crucial to have a consensual
representation of the evaluations, since they are the key for
the wished understandability between agents using different
reputation models.

To decide a representation that everybody has to use is not
an easy issue. For instance, if we took a simple boolean
representation, models using a real number for evaluations
would loose a lot on information when using the ontology.
For this reason and after checking the most popular reputa-
tion models we decided to allow different types of representa-
tion (Boolean, Real, Discrete Set and Probability Distribu-
tion) providing automatic transformation functions between
types, to allow connectivity between agents using different
models that use different representations. The representa-
tion type is encapsulated in the class Value of the ontology.

In this section we explained these four types in detail and
its semantics, as well as the transformation functions we
designed.

4.1 Type definitions
• Boolean Representation (BO): In this case, evalu-

ations take two possible values, good or bad. We define
true as Good, and false as Bad.

• Bounded Real Representation (RE): Here, the
value is a real number included in the bounded in-
terval [0, 1] where 0 is the worst evaluations, 1 the
best evaluation and 0.5 the absolute neutral evalua-
tion. The curve we have chosen indicating the level of
goodness/badness is completely linear, from 0 to 1.

0

1

VB B N G VB

0.5

Figure 3: The graphical representation of the prob.
distribution of (0.3,0.5,0.2,0,0)

• Discrete Sets Representation (DS): In this case,
the value belongs to the following sorted discrete set
{Very Bad, Bad, Neutral, Good, Very Good} ({VB,B,N,G,VG}
from now on). Its semantics is intrinsic on the defini-
tion of each element of the sorted set.

• Probabilistic Distribution Representation (PD):
Finally, this last representation applies a probability
distribution (PD) over the sorted discrete set seen in
the DS representation.

Let L be the vector [V B, B, N, G, V G] where L1 =
V B, L2 = B and so on. If X is a probability distri-
bution over L then we define Xi as the probability of
being evaluated as Li. Given X is a probability distri-
bution we have that

P
i=1..5 Xi = 1. For instance, we

could have the distribution (0.3, 0.5, 0.2, 0, 0) meaning
that with probability of 0.3 the agent evaluated is Very
Bad, with 0.5 that is Bad and with 0.2 that is Neutral.
Graphically it can be represented as shown in figure 3

4.2 Transformation Functions
As we stated, we offer automatic transformations between
the types we explained in the previous subsection. Some
of them require justified arbitrary decisions. Table 1 sum-
marizes all these transformations, however, in the following
subsection we explain in detail each of them.

4.2.1 Transformations From PD
This is the most expressive type,being the only one offering
probabilities. Because of that, it is difficult to find a direct
transformation to the rest of types. Let’s check each possible
transformation:

→ To Boolean (BO)

In the BO we only have two values, false/true. The idea
is that a PB value will converge to a Good if the probabil-
ity distribution tends to values {Good, V eryGood}, and Bad
if it tends to the values {V eryBad, Bad}. In our context,
the word tend implies that we need an operation capable
to transform a probability distribution element to an uni-
dimensional number with some range, in where a threshold
could tell us whether to transform the PD value to true or
false. This operation is what we have called the center of
mass (CM) of a PD element, CM : PD → [0, 1] ∈ IR. It
returns a bounded real number ∈ [0, 1] indicating in terms of
average how GOOD (converging to 1) or BAD (converging
to 0) is the evaluation value represented in a probabilistic
distribution. Of course 0.5 would be the absolute neutral.

93



Voice

Voice

has

belongs to

1

Eval .

EvaluationEntity

Entities

has

belongs to belongs to

1..n 1

Eval .

Evaluation Entity

Entities Voice

Voice

IdTransEval .

Real

has has has

belongs to belongs to belongs to belongs to

1 1..n1 1 1

Reputation SharedImage Image DExperience SharedVoice

EvalBelief

SimpleBeliefMetaBelief

is is

is

Figure 2: The taxonomy, membership relations and components of evaluative beliefs

Then, it is easy to think that values over 0.5 would indicate
mostly good, and below mostly BAD. The value 0.5 will be
our threshold. Let X ∈ PB, the function CM is defined as
follows:

CM(X) =
1

10

5X
i=1

(2i− 1)Xi (1)

Then, to transform a given PB value X to a boolean is
enough to evaluate the following boolean expression4: CM(X) >=
0.5

→ To Real (RE)

Once defined the center of mass function, let X ∈ PB the
transformation to a RE is: CM(X)

→ To Discrete Set (DS)

Notice that due to the semantics of the bounded real type
(RE), the interval [0, 1] could be mapped into the ordered
discrete set type (DS) {V B, B, N, G, V G} in an easy way,
keeping the semantics in the transformation. Let’s define
the function R : [0, 1] ∈ IR → {V B, B, N, G, V B} that do
this mapping as follows: Let X ∈ RE, then

R(X) =

8>>><>>>:
V B if 0 ≤ X ≤ 0.2;
B if 0.2 < X ≤ 0.4 ;
N if 0.4 < X ≤ 0.6 ;
G if 0.6 < X ≤ 0.8 ;
V G if 0.8 < X ≤ 1 .

(2)

Then, we have already seen how to transform an element in
type PD to type RE. Then we can apply the R function
over the result element in type RE, obtaining an element of
type DS. Given that, the full transformation of an element
X ∈ PD would be calculated by the expression R(CM(X)).

4The decision of including 0.5 as a good evaluation is totally
arbitrary, but consistent in all the transformations

4.2.2 Transformations From DS
→ To Boolean (BO)

In this case, the semantics of TRUE in a boolean representa-
tion implies a possible condition of G or V G in a discrete set
representation, and the FALSE to a V B or B. Following
the same decision we made in the previous subsection, the
neutral value N should be considered TRUE as well. There-
fore, the transformation is complete. In order to do it more
formal, we define the function S : {V B, B, N, G, V B} →
[1, 5] ∈ IN that returns the index position of a given element
in the sorted set {V B, B, N, G, V G}, and it is defined as
follows:

Let X ∈ DS, then

S(X) =

8>>><>>>:
1 if X = V B;
2 if X = B ;
3 if X = N ;
4 if X = G ;
5 if X = V G .

(3)

Then, the transformation to BO is calculated with the ex-
pression S(X) ≥ 3.

→ To Real (RE)

For this transformation we need to realize that function R
(equation 2) divides the interval [0, 1] into five parts, each
of them assigned to one of the values of the type DS. For
instance, all elements between 0.2 and 0.4 are mapped in
the element B (bad) of DS. Then, given an element of type
DS, the possible real value equivalent should be included
in the interval defined in function R. Then, for instance, a
V B value as real would be in the interval (0.2, 0.4].In fact,
whatever value in the interval would be fine, however, we
decided to pick the one just in the middle,0.3 that would
reach the less error if we pick randomly one number from the
interval. To formalize the transformation we decided to use a
function that gives this central point.We define the function
C : [1, 5] ∈ IN → {0.1, 0.3, 0.5, 0.7, 0.9}.Let X ∈ [1, 5] the
function C is defined as C(X) = 2X−1

10
. Having it, we can
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describe the transformation.

Let X ∈ DS, its transformation to RE would we calculated
with the expression C(S(X)).

→ To Probabilistic Distribution (PD)

This case is quite simple, since a DS can be seen as a par-
ticular case of a PD, assigning the probability of 1 to the
corresponding element of the set. For this reason we de-
fine the function B : [1, 5] ∈ IN → PD, that creates a PD
element assigning a probability of 1 to the corresponding el-
ement and zero to the rest. Let i ∈ [1, 5] ∈ IN the function
B is defined as:

B(i) = {X ∈ PD : ∀r 6=iXr = 0&Xi = 1} (4)

Then, let X ∈ DS, its transformation to PD is calculated
with the expression B(S(X)). Notice that the possible un-
certainty that can have the source DS value, will be reflected
in the strength and therefore will be transmitted as such to
the strength of the target PD value. Therefore, it is not
necessary to consider this uncertainty in the transformation
of the value.

4.2.3 Transformations From RE
→ To Boolean (BO)

Following the same reasoning used in subsection 4.2.1, let
X ∈ RE, the transformation between a RE type to a BO
type is calculated evaluating the expression X ≥ 0.5.

→ To Discrete Set (DS)

Let X ∈ RE and having defined the function R (eq 2), the
transformation to a DS is calculated using the expression
R(X).

→ To Probabilistic Distribution (PD)

The idea for converting an element X ∈ RE to a PD type is
to generate a PD element which center of mass is equal to X.
It is obvious that there are infinite possible combinations.
We decided to pick only two contiguous elements of the PD
set and assign the corresponding probabilities in order to
achieve the desirable center of mass.

Let’s consider that i1 and i2 are the two index positions of
the elements of PD that we choose to create the PD value.
We decided the elements would be contiguous. To calculate
them we use the function R′ : [0, 1] ∈ IR → [1, 5] ∈ IN
defined as

R′(X) =

8>>><>>>:
1 if 0 ≤ X ≤ 0.2;
2 if 0.2 < X ≤ 0.4 ;
3 if 0.4 < X ≤ 0.6 ;
4 if 0.6 < X ≤ 0.8 ;
5 if 0.8 < X ≤ 1 .

(5)

This equation simply indicates to which interval belongs cer-
tain RE element5. We find i1 as follow:

i1 = min{R′(X), R′(max{X − 0.1, 0})} (6)

5Notice that the equality R′(X) = S(R(X)) is hold

The index i2 is the next following number, taking into ac-
count that the maximum allowed number is 5

i2 = min{5, i1 + 1} (7)

Let X ∈ RE, then we need to find two probabilities, z and
y, such that z + y = 1 and its center of mass (considering a
PD element) is the original X, it means, that the following
equation holds:

X = C(i1)z + C(i2)y (8)

Solving the equation we have that z = 1 − y and y =
X−C(i1)

C(i2)−C(i1)
. Having this, we use the function B′ : [1, 4] ∈

INx[0, 1] ∈ IR → PD defined as

B′(i, p) = {X ∈ PD : ∀r 6=i,i+1Xr = 0&Xi = p&Xi+1 = 1−p}
(9)

For instance, B′(3, 0.3) returns as a PD element [0,0,0.3,0.7,0],
B′(1, 0.8) returns [0.8,0.2,0,0,0]. Finally, we have all the ele-
ment to calculate the transformation from a given X ∈ RE
to a PD:

B′(i1, 1− X − C(i1)

C(i2)− C(i1)
) (10)

4.2.4 Transformations From BO
In this case we start our explanation from the most expres-
sive type (PD) .

→ To Probabilistic Distribution (PD)

In this point, it is important to notice that knowing one of
the two possible values of the boolean representation, im-
plies certain conditions that help to decide the transforma-
tions. Having only a FALSE we can say that whatever rep-
resentation to be transformed, the transformed value should
be in the side of the bad evaluations. In fact, with the type
of probabilistic distribution, because it works with proba-
bilities, we could think that in the FALSE value for in-
stance, there is the same probability of being Very Bad, and
Bad, and less probability although some , of being Neu-
tral. The same happens with the value TRUE. Then, we
define the following constants BF = [2/5, 2/5, 1/5, 0, 0] and
BT = [0, 0, 1/5, 2/5, 2/5] belonging to PD. The transforma-
tion function from a BO to PD is then quite simple. Let
X ∈ BO, the conversion is:

BT : X
BF : ¬X

(11)

→ To Discrete Set (DS)

Here we should decide which values of the considered bad
evaluations or good evaluations correspond to the FALSE
and TRUE values respectively. However, once fixed the con-
stants BF and BT to represent FALSE and TRUE values in
probabilistic distribution, we have to take them as a base to
decide the transformation. The idea is that if BF represents
a FALSE, its center of mass (function CM) has to indi-
cate the position in the interval [0, 1] that the FALSE value
represents, and having it, the function R would determine
which element of the discrete set represents the FALSE
value. The same reasoning can be made for the TRUE
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value. Then, let X ∈ BO, the transformation to DS is:

R(CM(BT )) : X
R(CM(BF )) : ¬X

(12)

Actually, the FALSE value goes to B, and TRUE goes to
G.

→ To Real (RE)

If we have used the function CM in the previous transfor-
mation, it is clear that to keep consistency, having X ∈ BO
the transformation should be:

CM(BT ) : X
CM(BF ) : ¬X

(13)

4.3 Conversion Uncertainty
As we stated, in a society where participants may be using
different kinds of reputation and trust models, the necessity
of exchanging social evaluations to achieve their goals may
drive in a situation where an agent that uses a boolean rep-
resentation needs to communicate with one that uses prob-
abilistic distribution, and then, a conversion of representa-
tions must take place. However, type conversions carry lose
of precision and addition of uncertainty. As an example,
some evaluation represented as a boolean that is Bad, when
is converted to a real representation may have an evaluation
from 0 to 0.5 (not included), when is converted to discrete
set, it may be one of these elements {V B, B} etc... This fac-
tor of uncertainty that is added when we convert a value to
a more expressive representation is what we call Conversion
Uncertainty (CU), and is an information that the recipient
should know.

4.3.1 Entropy of the representations
In order to calculate the CU we decided to use the informa-
tion theory approach introduced by Shannon [23]. In this
context, the entropy of a random variable X (H(X)) can be
understood as the uncertainty of X, and is defined as

H(X) = −
X
x∈X

p(X = x) log(p(X = x)) (14)

From Shannons’s theory we can define the conditional en-
tropy as follows:

H(X|Y = x) = −
X
x∈X

p(X = x|y = Y ) log(p(X = x|Y = y))

(15)
and finally,

H(X|Y ) = −
X
y∈Y

p(Y = y)H(X|Y = y) (16)

Now, we consider each one of the representations as discrete
random variables. Without lose of generality we can dis-
cretize the Real representation using two digits (in base 10),
having a hundred possible values. The fact of using 100 di-
visions for the interval and not a bigger amount is because
we think that a greater precision is completely unnecessary
(and even counterproductive) given the nature of the mea-
sure that is represented with this value, that is, a measure
of a social evaluation. At the same time, taking into ac-
count the hundred possible values of a Real number, we can

Type Entropy

BO 1.00
DS 2.31
RE 6.64
PD 22.19

Table 2: Entropies of the type representation

BO DS RE PD

BO 0 1.29 5.64 21.19
DS 0 0 4.32 19.89
RE 0 0 0 15.55
PD 0 0 0 0

Table 3: CU values

count the number of elements of the Probabilistic Distribu-
tion representation considering all possible combinations of
distribution values that need to achieve the unit6.Let A be
this number, the following equation is hold:

A =

4X
i=0

 
5

i

! 
100

4− i

!
= 4780230 (17)

Each random variable has as elements each possible element
of the representations and it’s probability distribution is to-
tally equiprobable. Then, we define the conversion uncer-
tainty of the source random variable X to the target random
variable Y as

CU(X, Y ) = H(Y |X) (18)

In other words, CU is the increment of uncertainty produced
when a value is represented in X and is converted to a value
of type Y that is more expressive. There is a set of candi-
date values that makes conditional entropy increase. The
values of the entropy of each type is showed in table 2. See
appendix A for the details of the calculus.

The CU values for each conversion is showed in table 3.
Each row is the source and each column is the target.

4.3.2 CU usage. An example
An example will illustrate the usage of the CU value. Let’s
suppose agent A is using a Boolean representation, and gen-
erates and sends an evaluation to agent B that uses a dis-
crete set representation. Agent B would reach the evalu-
ation with a CU value of 1.29. If agent B send the same
evaluation to agent C that uses a probabilistic distribution,
agent C would receive the evaluation with a CU value of 1.29
(the base value coming from the communication) plus 19.89
(from the type conversion between DS to PD), it means, a
CU value of 21.18. The idea is that the uncertainty of the
evaluations is accumulative, without allowing loops (if the
evaluation goes back to an agent using a representation type
that have already been used in some transformation there is
no addition of uncertainty)

6This is a combinatorial problem related to the famous Balls
and Bins problem
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BO RE DS PD

X:BO X
CM(BT ) : X
CM(BF ) : ¬X

R(CM(BT )) : X
R(CM(BF )) : ¬X

BT : X
BF : ¬X

X : RE X ≥ 0.5 X R(X)

i1 = min{R′(X)
R′(X − 0.1)}
i2 = min{5, i1 + 1}
B′(i1, 1− X−C(i1)

C(i2)−C(i1)
)

X:DS S(X) ≥ 3 C(S(X)) X B(S(X))
X:PD CM(X) ≥ 0.5 CM(X) R(CM(X)) X

Table 1: Conversion table

Inputcalls

Output calls

directExp(DExperience)

comm(EvalBelief)

getReputation(Entity)  Reputation
getReputation(Entity,Focus)  Reputation

getImage(Entity,Focus)  Image

APIInterface

Inputcalls

Output calls

directExp(DExperience)

comm(EvalBelief)

getReputation(Entity)  Reputation
getReputation(Entity,Focus)  Reputation

getImage(Entity,Focus)  Image

APIInterface

Figure 4: The first level of the API interface
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Figure 5: API interface hierarchy

5. THE API DESIGN
So far, we have defined an ontology that allows agents to
communicate and reason on reputation concepts indepen-
dently of their reputation model they are using. However,
we need a module that translates the elements of the ontol-
ogy to elements understandable by each particular reputa-
tion model, an ontology mapping. We defined then an API
as an interface with a set of common operations whose in-
puts and outputs are elements of the ontology, and must be
implemented for each particular model. For simple models,
it will be enough to implement the operations for the first
level of the API interface (see Figure 4). For more com-
plex models, new operations may be needed to use all the
expressiveness, getting a hierarchy of interfaces (see Figure
5).

• Input calls

In the first level of the hierarchy (see Figure 4) we de-
fined two functions needed to feed most of the trust
and reputation systems that currently exist. A direct
experience is the main source to build up an image.
Then, an agent that interacts with another agent sign-
ing a contract would generate an outcome that would

be the direct experience of the agent on this particular
transaction. This fact will be notified to the reputation
model used by the agent, if it is a subjective model,
through the API function directExp. The other main
way to feed reputation models is through communi-
cations from other entities. Then, when a commu-
nications is received the model will be fed using the
API function comm. Notice that in principle, what-
ever evaluative belief can be communicated. The im-
plementation of each API interface will be in charge
of translating these entrances from elements of the on-
tology to elements understandable by the reputation
model, and therefore, decide what means in each case
the fact of communicating, for instance, an image, rep-
utation or whatever evaluative belief.

• Output calls

In this first level we decided to specify only three func-
tions that give support to the most common queries
that any agent may require from a reputation model
(see Figure 4): knowing the reputation and the image
a of certain entity. The reason we describe two ver-
sions of getReputation is due to the existence of some
classical reputation models, like eBay [10], that use im-
plicit context information, and in terms of the ontology
means that there is no Focus. Again, here the API will
query the reputation system in its own understandable
language, that will respond with certain value that the
same API will translate to the respective object of the
ontology. Notice that the main point is that the de-
cision making module of the agent always reason over
the concepts described by the ontology. That would
allow communication between agents that use different
reputation models (if they have an implementation of
the respective API).

6. IMPLEMENTATION AND EXAMPLES
We decided to implement several well known reputation and
trust models and its respective API interfaces to prove the
effectiveness of our approach. In this section we briefly de-
scribe these models and the first level of the API interface.

6.1 eBay model
eBay site [10] is one of the most concurred (if not the most)
online marketplace in the world with more that 50 million
registered users. As we stated above, eBay reputation model
considers reputation as a public and centralized value that
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is not dependent on the context 7. In this case, users can
rate the seller they have bought items from after each trans-
action, with values of +1, 0 , -1. The reputation value of
the sellers is calculated with the sum of all the ratings over
the last six month.

• API input calls

Taking into account that this is a centralized model, it
is fed only with external ratings that in the ontology
are communication of direct experiences. From our ap-
proach, the fact of rating with +1, 0, -1 a given trans-
action is a subjective evaluation of this transaction
that coincide with the class DirectExperience. Then,
the API needs to implement the function comm(DExperience).
The representation value we have chosen in this case is
the discrete set, with the following equivalence: {−1 ↔
V B, 0 ↔ N , +1 ↔ V G}

• API output calls

The model provides to the users the plain sum of all
the ratings for each seller with a colored stars system.
According to the definition in the theory of reference
used in this work (see Section 3), this value can be seen
as sellers’ reputation, and therefore, the API function
to be implemented should be getReputation(Entity) →
Reputation The best way to represent the value of the
Reputation object clearly is the bounded real. Since
eBay punctuation goes from 0 to 100000, a simple nor-
malized transformation to the interval [0,1] seems to
be enough. However, notice that the colored stars rep-
resentation does not follow a linear curve. From a se-
mantic point of view and in our value representation, 0
means very bad reputation, 0.5 neutral reputation, and
1 very good reputation, with a totally linear function.
In eBay, having more that 10 point is already consid-
ered a good reputation. The next step in the scale is
more than 100 points (with a different colored star),
and the next is more than 500. In conclusion there
is no lineal relation between the punctuation and the
semantic representation of the stars. Then, it is nec-
essary a transformation from the ontology representa-
tion value to the eBay scale. A possible transformation
function is described in the following equation:

H : [0, 100000] → [0, 1] (19)

H(X) =

8<: 0 if X < 10;
1 if X > 100000;
log(X)−0.5

8
+ 0.5 otherwise.

(20)

In this case, no strength value is taken into account,
considering every reputation value with the maximum
possible strength.

6.2 Sporas model
This model [27] considers reputation, like eBay model, as a
public and centralized value. In this case though, only the
most recent ratings between two users are considered. Fur-
thermore, users with very high reputation values experience
much smaller changes than with low reputation after each

7In fact, the context is determined by the environment
where this model is used: an e-Auction market

update due to the aggregation function. In fact, the model
is parameterizable with different parameters such like the
range of the reputation values or the number of ratings to
consider for the calculus. For the integration of the model
with the API, we need to know how reputation values are
presented and its semantics, as well as the rating values.
Like in eBay, the system is fed by communication of di-
rect experiences of the users rating sellers. Then the API
function comm(DExperience) needs to be implemented. Be-
cause users query the system asking for reputation values
the function getReputation(Entity) → Reputation needs to
be implemented as well. In both cases, the representation
value of the evaluation clearly is the bounded real, since the
reputation value as well as the rating measures are num-
bers belonging to the interval defined by the range, follow-
ing a totally linear curve: that is, the minimum value of
the range is the worst reputation value (and rating value)
and the maximum value of the range is the best one, with a
linear gradient from the minimum to the maximum. Then
a simple normalized transformation can be done.

6.3 Abdul-Rahman and Hailes Model
This model [1] uses the term trust, understanding it as a
distributed and subjective value. It means that every agent
has its own reputation system as a submodule of the archi-
tecture of the agent. In this case, social evaluations take
into account the context, the focus element in terms of the
ontology. The model is fed by two sources: direct experi-
ences and third party communications of direct experiences.
The representation of the evaluations is done in terms of the
discrete set {vt (very trustworthiness), t (trustworthiness),
u (untrustworthiness), vu (very untrustworthiness)}. Then,
for each agent and context the system keeps a tuple with
the number of past own experiences or communicated ex-
periences in each category. For instance, agent A may have
a tuple of agent B as a seller like (0, 0, 2, 3), meaning that
agent A has received or experienced 2 results as untrustwor-
thiness and 3 as very untrustworthiness. Finally the trust
value is computed taking the maximum of the tuple values.
In our example for agent A, agent B as a seller would be
very untrustworthy. In case of tie between vt and t and
between u and vu the system gives the values U+ (mostly
trustworthy) and U− (mostly untrustworthy) respectively.
In any other tie case the system returns U0 (neutral).

• API input calls

As we described, this model is fed by communications
of direct experiences from other agents, and direct ex-
periences of the same agent. In this case then we need
to implement the functions comm(DExperience) and
directExp(DExperience). Since in the model direct ex-
periences are evaluated with one of the four categories,
{vt,t,u,vu} seems logical to represent it in the ontology
with the discrete set, using the following equivalences:
vt ↔ VG, t ↔ G, u ↔ B, vu ↔ VB.

• API output calls

The trust measure that the model provides, in terms of
the ontology, is close to the concept of image, because
agents accept as true the measure. Then, we need the
function getImage(Entity,Focus) → Image. Here, we
decided to use as a representation value of the image
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VU U- U U0 T U+ VT

Figure 6: Transformation of Abdul-Rahman and
Hailes model trust values to probabilistic distribu-
tion(PD)

evaluation a probabilistic distribution type, since the
semantics of U+, U+ and U0 involve more than one
trust measure8. In this model, when the answer is vu
means that for sure the agent is very untrustworthy,
meaning that with a probability of 1 the agent is very
bad (in terms of the ontology). In the same way when
the model achieves the value U− means that with the
same probability, the agent is untrustworthy or very
untrustworthy, that can be translated into probabilis-
tic distribution as having a probability of 0.5 of being
VB and 0.5 of being B. The total transformation table
is showed in Figure 6.

6.4 Repage
Repage [19] is a distributed computational system based in
the cognitive theory of reputation described in [9]. Conse-
quently the main elements of the presented ontology appears
and its semantics is very similar. In this case, the model
keeps as well a difference between Image and Reputation.
The memory consists of a set of connected predicates (be-
liefs) conceptually organized in layers, where in the bottom
we find non evaluated predicates, like communications from
other partners and contracts (before a direct interaction)
and fulfillments (the result of the direct interaction). From
communicated reputations of the same target and context,
a shared voice predicate is generated that when it is strong
enough, ends up as a reputation predicate. Similarly, com-
municated images and third party images9 of the same tar-
get and context generate what is called a shared evaluation
predicate, that with the outcome predicate obtained from
direct interactions (through the subjective evaluation of ful-
fillments) may generate an image predicate over the target
in the context. The representation value of social evalua-
tions uses the probabilistic distribution we have described
in this paper together with a strength value, a real bounded
number. We refer to [19] for a more detailed description of
all these concepts and the aggregation functions used to add
up different probabilistic distribution values.

• API input calls

This model is fed by communications of images, repu-
tations and third party images, and by direct experi-
ence using the mechanism of signing a contract, gener-
ating a fulfillment of the transaction and evaluating it

8For instance, U− is done when there is a tie between vu
and u, meaning that both options have a 50% of probability
9A third party image communication is a communicated im-
age where the source of the image is not the source of the
communication. For instance, agent A may communicate to
somebody that for agent C, agent D is BAD

generating an outcome. Communication issues require
the implementation of the functions comm(Image) and
comm(Reputation). Notice that third party images are
images where the source and the gossiper are not the
same. However, the API function comm always carries
the origin of the communication, the gossiper. If it is
not the same that the source of the evaluation of the
image, it is a third party image.

Direct interaction requires a small change. Notice that
for each interaction, there is a contract predicate, a
fulfillment predicate and an outcome predicate, being
basically the goodness or badness of the fulfillment re-
spect the original contract. This calculus is done in-
side the model. However, in order to use this ontology,
the concept of outcome has to be seen as a direct ex-
perience object, and therefore, needs to be calculated
outside the model, in the agent part. The situation is
not critical though. Already in Repage, outcome pred-
icates are totally context dependent, and for each situ-
ation have to be implemented. Then the API function
directExp(DExperience) will represent the insertion of
an outcome in the Repage system. Because this model
uses already a probabilistic distribution representation
of the evaluations, there is no reason to not use the
same type in the direct experience object.

• API output calls

The system basically provides images and reputations
of a given agent in certain context. Then, the main
API operations to implement are getImage(Entity,Focus)
→ Image and getReputation(Entity,Focus) → Reputa-
tion. The mapping from the model to the elements of
the ontology is direct, besides minor structural points.
Furthermore, there is no need to readjust evaluations
values representation, since we can keep using the same
probabilistic distribution.

6.5 Conclusions on the API implementation
part

What we have showed in this section is a small set of repre-
sentative reputation models and its mapping to the ontology
through an implementation of a set of operations from an
API interface. In this work we only implemented the first
level of the API hierarchy of each model, but more levels
could be implemented in function of the necessities and pos-
sibilities of each model. For instance, Repage model [19]
incorporates the concept of Shared Evaluation (see subsec-
tion 6.4) that can be mapped to the class SharedImage. In
this second level of the Repage API hierarchy we could in-
corporate functions to access to these elements.

7. CONCLUSIONS AND FUTURE WORK
In this work we have presented an implementable solution
for the communication of social evaluations between agents
using different reputation models that is required in multi-
agent paradigms. This solution offers an ontology of repu-
tation that agents can share as a common language to ex-
change reputation concepts. The communication through a
common ontology requires an ontology mapping linking the
own ontology used by each reputation model with this com-
mon one. We implemented this mapping using a hierarchy
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of API interfaces that offer set of primitive function to be
implemented for every specific model.

This approach allows to have a library of APIs that users
could use when designing decision making modules without
having to think in the peculiarities of each reputation model,
and having total freedom for using different reputation mod-
els in different agents that participate in the same society.
As a future work, we plan to study also the use of other en-
tropy measures like differential entropy or relative entropy
and mutual information for the calculation of the CU .

Another line of future research is the use of what is called
dynamic ontology alignment. Notice that the presented on-
tology is static. It means that for every new reputation
model we would need a new API implementation and, even
when currently there is no model that could use all the ex-
pressiveness of this ontology (except may be Repage [19]), it
is not a guarantee in the future. The main idea behind the
dynamic ontology alignment is that by using a very basic
but commond set of elements that two agents share, they
can build at runtime a common ontology specific for that
interaction. In our domain, it would mean they were able to
understand, for instance, the concepts of goodness or bad-
ness of the other agents. We expect to design mechanisms
based on ontology alignment theory to achieve this objec-
tive.
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APPENDIX
A. CALCULUS OF CU
A.1 CU(BO, DS) = 1.29
Considering True as t and False as f:

CU(BO, DS) = H(DS|BO) (21)

Knowing that p(BO = t) = p(BO = f) = 1
2

we can write
that

CU(BO, DS) =
1

2
H(DS|BO = t) +

1

2
H(DS|BO = f)

(22)
At this point, when BO = t and following our semantic
interpretation we know that it may refer to one value of the
set {N, G, V G}, and if BO = f of the set {VB,B}. Then
P (DS = {V B}|BO = f) = P (DS = {B}|BO = f) = 1/2
(zero in other values of DS) and P (DS = {N}|BO = t) =
P (DS = {G}|BO = t) = P (DS = {V G}|BO = t) = 1/3
(zero in other values of LL). Then, following the previous
equations and developing the entropy formula we have that

H(DS|BO = t) = −3
1

3
log(

1

3
) ≈ 1.58 (23)

H(DS|BO = f) = −2
1

2
log(

1

2
) = 1 (24)

finally, computing the equation 22 we have

CU(BO, DS) = 0.79 + 0.5 = 1.29 (25)

A.2 CU(BO, RE) = 5.64
Here, knowing that BO = t our semantic indicates that as a
real, it could be a value from 0.50 and 1, then ∀i∈[0,1]p(RE =
i|BO = t) = p(RE = i|BO = f) = 1/50 and therefore,

H(RE|BO = t) = H(RE|BO = f) = −50
1

50
log(

1

50
) ≈ 5.64

(26)

CU(BO, RE) = 5.64 (27)

A.3 CU(BO, PD) = 21.19
Having in mind the total number possible elements in PD
(see equation 17), we know that BO = t implies that what-
ever representation of PD will tend towards a good evalu-
ation, it means that the probability of being good is higher
that the opposite. That eliminates exactly 50% of all the
representations, and therefore

∀i∈PDp(PD = i|BO = t) = p(PD = i|BO = f) =
2

A
(28)

H(PD|BO = t) = H(PD|BO = f) = −A

2

2

A
log(

2

A
) ≈ 21.19

(29)

CU(BO, PD) = 21.19 (30)

A.4 CU(DS, RE) = 4.32
Following the same reasoning:

CU(DS, RE) = H(RE|DS) (31)

CU(DS, RE) =
X

i∈{vb,b,n,g,vg}

1

5
H(RE|DS = i) (32)

Notice that in this case, the difference between a Real and
DS is that the first is continuous and the second discrete.
Then, dividing the [0, 1] interval into five identical parts,
and assigning each of them into a value of DS we have the
problem almost done. In this situation, each value of DS
correspond to a 20 values of Real, and therefore,

∀i∈{vb,b,n,g,vb}∀j∈[0,1]p(RE = j|DS = i) =
1

20
(33)

Then,

∀i∈{vb,b,n,g,vb}H(RE|DS = i) = −20
1

20
log(

1

20
) ≈ 4.32

(34)

and then,

CU(DS, RE) = 4.32 (35)

A.5 CU(DS, PD) = 19.89
The key in all the calculus is in the fact that each element of
DS may correspond to a set of elements of PD whose cen-
ter of mass is included in the interval corresponding to the
function defined in R′. In the same way we have discretized
the interval [0, 1] in five parts, for each of these intervals we
have a total of A

5
elements of PD with a center of mass that

points inside the interval. Therefore, we can establish the
following statement:

∀i∈{vb,b,n,g,vb}∀j∈PDp(PD = j|DS = i) =
5

A
(36)

and,

∀i∈{vb,b,n,g,vb}H(PD|DS = i) = −A

5

5

A
log(

5

A
) ≈ 19.89

(37)
then,

CU(DS, PD) ≈ 19.89 (38)

A.6 CU(RE, PD) = 15.55
Following the same reasoning than in the previous point, the
number of elements of PD whose center of mass is the one
being converted is approximately A

100
, and therefore,

∀i∈[0,1]∀j∈PDp(PD = j|RE = i) =
100

A
(39)

and,

∀i∈{vb,b,n,g,vb}H(PD|RE = i) = − A

100

100

A
log(

100

A
) ≈ 15.55

(40)
then,

CU(RE, PD) = 15.55 (41)
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ABSTRACT
In many dynamic open systems, agents have to interact with
one another to achieve their goals. Here, agents may be
self-interested, and when trusted to perform an action for
others, may betray that trust by not performing the actions
as required. In addition, due to the size of such systems,
agents will often interact with other agents with which they
have little or no past experience. This situation has led to
the development of a number of trust and reputation mod-
els, which aim to facilitate an agent’s decision making in
the face of uncertainty regarding the behaviour of its peers.
However, these multifarious models employ a variety of dif-
ferent representations of trust between agents, and measure
performance in many different ways. This has made it hard
to adequately evaluate the relative properties of different
models, raising the need for a common platform on which
to compare competing mechanisms. To this end, the ART
Testbed Competition has been proposed, in which agents
using different trust models compete against each other to
provide services in an open marketplace. In this paper, we
present the winning strategy for this competition in 2006,
provide an analysis of the factors that led to this success, and
discuss lessons learnt from the competition about issues of
trust in multiagent systems in general. Our strategy, IAM, is
Intelligent (using statistical models for opponent modelling),
Abstemious (spending its money parsimoniously based on its
trust model) and Moral (providing fair and honest feedback
to those that request it).

1. INTRODUCTION
Trust constitutes an important facet of multiagent systems
research since it provides a form of distributed social con-
trol within highly dynamic and open systems whereby agents

form opinions about other agents based on their past interac-
tions, as well as from reports of other agents [8]. As a result,
a number of trust models and strategies have been proposed
in order to deal with distinct aspects of the interactions be-
tween agents (e.g. to deal with lying agents [1], to model
and learn the behaviour of other agents [10, 9] and to fuse
information from disparate sources and models [5]). This,
in turn, has rendered it hard to compare trust strategies
since the underlying problem addressed by these strategies
has been different. Therefore, in order to provide a common
platform on which “researchers can compare their technolo-
gies against objective metrics” the Agent Reputation and
Trust (ART) Testbed Competition has been proposed [3].

The ART Testbed simulates an environment consisting of
service providers that compete in order to provide informa-
tion services. There is a fixed total number of clients who are
apportioned between the service providers according to the
comparative quality of their service provision. Each of these
information providers needs to spend money in order to gain
information. Furthermore, they can improve their quality of
service by requesting (against a payment) the other agents
for information. However, it is not necessary that the re-
quested agents will provide good information. In fact, as
a result of the competition between the agents, it is quite
likely that the agents will provide bad information. Thus,
within this competition, trust and reputation become impor-
tant metrics with which to measure the reliability of other
agents. This is because trust and reputation measure the
certainty with which each of the other agents provides good
opinions and reputation information.

In this paper, we describe the winning strategy, IAM (our
research group name), of the 2006 competition. The ART
testbed competition received 17 entries and our entry proved
to be highly successful, beating its closest competitor in the
final by approximately 28%. The aim of this paper, there-
fore, is to describe the various facets of the strategy which
contributed to the effectiveness of the IAM agent.

The paper is organised as follows. In Section 2 we analyse
the decision problems faced by a generic agent within the
competition. We then go on to describe the two main com-
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ponents of the IAM agent, namely its trust model and its
strategy. In Section 3, we describe how the IAM agent fuses
information from the disparate sources within the compe-
tition for the purposes of its trust model. Section 4 then
details the spending and earning strategy of the IAM agent
according to the trust model. Finally, we discuss the strat-
egy and the competition in Section 5 and conclude in Sec-
tion 6.

2. DESIGNING A COMPETITION ENTRANT
In this section, we first provide a brief description of the
ART testbed competition. We then analyse the general
problem faced by an agent within the competition which
gives rise to the broad outlines of the design of a generic
agent.

2.1 Competition Overview
The ART competition consists of a number of art apprais-
ing agents that provide appraisals about the value of the art
objects of their clients, who pay them to do so. A game,
within this competition, consists of a predetermined (but
unknown to the agents) number of iterations. At the begin-
ning of each game, each agent is assigned a privately known
expertise vector that determines the variance of its error
in appraising a painting when spending a certain amount of
money. The vector is over the ten eras from which the paint-
ings can come. The higher the expertise of the agent, the
lower the variance of its error in assessing the painting’s true
value. The agent can then spend a certain amount of money
gathering opinions from other agents about the paintings it
has been tasked with appraising. Since the other agents
can provide spurious opinions, the agent also needs to build
a trust model to reflect its belief of how other agents will
act when providing opinions. In order to aid it to build
this trust model, the agent can also buy reputation informa-
tion from other agents, but again this is open to dishonest
behaviour on the part of the reputation provider. Having
decided which set of agents it will buy the opinions from,
the agent then provides the game simulator with weights
that determine how the different opinions are fused in or-
der to provide the final appraisals of the paintings. This
then completes one iteration of the game. The accuracy of
this appraisal as compared with that of the other competing
agents then determines the client share of the next iteration
i.e. the number of clients each agent obtains in the next
round. Thus, in each round, the agent makes money from
providing appraisal to its clients and spends money in en-
suring that the appraisal of the art objects are as accurate
as possible. The winner of the competition is the agent with
the highest bank balance at the end of the game. A much
more detailed description of the competition can be obtained
in [3] or at http://www.lips.utexas.edu/art-testbed/.

2.2 The Agent Decision Model
We now describe the decision problem faced by a generic
agent at a given round in a game, which can be represented
as shown in Figure 1. Note that this model is part of our
analysis of the problem in which we are identifying the main
functional blocks that competition agents would need to a
more or less sophisticated degree. Though they may not
implement the model in this way, they still require to have
all this functionality in whatever architecture they do have.
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Figure 1: Agent design for the ART game

As such, it can be observed that in order to be a successful
agent within the ART Testbed Competition, there are two
main issues to consider. Firstly, we need to consider how
to model the performance (i.e. accuracy) of each opinion
provider in order to use their opinions accordingly. This is
shown by the trust model component in Figure 1. Secondly,
we need to formulate the strategy of the agent which will
in turn regulate how its spends and earns money as well as
how it provides information to its competitors. The exper-
tise of the agent is a variable fixed by the simulator at the
beginning of the game. As a result, an agent knows about
its own variances in generating opinions and this will in turn
influence the strategy of the agent. We now describe these
two main parts of a generic agent design.

The first part is concerned with the trust model which itself
consists of three main parts: (i) the lying detector which
detects malicious agents, (ii) the variance estimator which
estimates how much variance there is in the error of the opin-
ions of other agents (i.e. their performance), and (iii) the op-
timal weight calculator which provides the optimal weights
to provide to the simulator. These weights determine how
the opinions an agent requested from its competitors are
fused with its own opinion to generate the final appraisal
and thereby its client share in the next iteration.

Now a large part of the quality of the trust model will rest
on the reliability of the information the agent has gathered.
The agent receives two main types of information. Firstly,
it receives opinions about the paintings from its competi-
tors (by requesting and paying for them) and it can receive
opinions from the simulator by spending a certain amount
of money. Secondly, it can obtain information about the
behaviour of other agents, termed reputation information,
by paying its competitors. Now, the quality of informa-
tion obtained from the various sources is dependent on the
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amount of money the agent spends on these various informa-
tion providers as well as the behaviour of these sources. The
provision of this information is what the strategy component
of the agent determines.

An agent can spend money on requesting opinions and rep-
utation information from its competitors, as well as generat-
ing its own opinion. Furthermore, an agent can make money
by providing opinions and reputation information, as well as
by providing appraisals to its client base. Thus, a successful
agent needs to formulate a strategy that prudently spends
money on obtaining opinions and information whilst ascer-
taining that its overall appraisal of the art painting of its
client is comparatively good. Furthermore, the strategy de-
termines how it interacts with its requesters when requested
for opinions and reputation information.

Having briefly described the ART competition and how to
construct a generic competition agent for it, we now describe
the specific components of the IAM strategy. We will first
describe the trust model component of IAM in the next sec-
tion and then go on to detail its strategy in the subsequent
section.

3. THE IAM AGENT’S TRUST MODEL
In this section, we show how, by combining its own opinion
with those of others, the IAM agent can generate an overall
appraisal of a painting that is more reliable than any single
opinion on which it is based. That is, for a given painting
with true value v, we wish to derive a combined estimate,
e, which is a function of the agent’s own estimate, e0, and
the reported third party estimates {e1, . . . , eq}. Moreover,
our aim is to perform this combination such that the mean
squared error, E[(e− v)2], is smaller than that of each indi-
vidual appraisal in {e0, . . . , eq}. Thus, by reporting e dur-
ing the competition, the IAM agent can increase its market
share, due to the increased accuracy of its appraisals, and
hence increase its revenue.

How this can best be achieved depends on the reliability of
each agent’s individual appraisals per era and, more specif-
ically, on the variance, var(ei), of each estimate, ei. Al-
though, in the competition, each agent knows the variances
of its own private appraisals, agents are not obliged to reveal
these variances, nor are they obliged to reveal their private
appraisals truthfully.

For these reasons, we must estimate the variances associ-
ated with each agent, and consequently adopt a three-step
approach to combining appraisals. First, under the assump-
tion that an agent reveals its appraisals truthfully, we use a
Bayesian analysis to estimate an agent’s variance, by mod-
elling the factors which determine an agent’s opinions. Sec-
ond, we calculate a lower bound on the probability that an
agent is lying about its appraisals, and use this to discard the
opinions of potentially malicious agents. Finally, based on
the estimated variances of agents believed to be truthful, we
derive the optimal method for combining appraisals, under
the constraints imposed by the competition. In the following
subsections, we examine each of these steps in more detail.

3.1 Calculating Optimal Weights
The problem of combining estimates of an unknown value is
one that has received much attention in the literature, for
example [4] and [6]. In general, however, it can be viewed as
an optimisation problem, in which we need to find a function
e = f(e0, . . . , eq) of several estimates, {e0, . . . , eq}, such that
e has minimal mean squared error (MSE).

In many cases, the optimal function for achieving this is non-
linear. However, one of the restrictions imposed by the com-
petition is that estimates must be combined by the testbed,
on an agent’s behalf. This is achieved according to Equa-
tion 1, in which {w0, . . . , w1} are weights applied to the
individual opinions, which an agent can specify:

e =

qX
i=0

wi · ei (1)

Clearly, this function is linear, which constrains our search
for an optimal combination. Moreover, optimality results
for functions of this form are well known, and are gener-
ally referred to as Best Linear Unbiased Estimates (BLUE)
[7]. Here, by unbiased we mean that the expected value
of the combined estimate is equal to the value being esti-
mated, or equivalently in this case, E[e] = v. According
to the design of the competition, the private appraisals of
each agent are themselves unbiased estimates of v, which, al-
though not essential, does simplify the problem of deriving
a BLUE. Specifically, if we assume for the moment that pri-
vate appraisals are truthfully revealed and that each var(ei)
is known, a BLUE combination of appraisals can be achieved
by setting each wi as follows:

wi =
1/var(ei)Pq

i=0 1/var(ei)
(2)

Unfortunately, the variance of each ei is unknown during
the competition, and so the optimal weights must be es-
timated, given an agent’s past experience and knowledge
of the environment. However, this task is simplified because
each wi only depends on the relative proportions of the vari-
ances. That is, if we multiply or divide each variance by an
arbitrary constant then the weights remain unchanged, for
example:

wi =
c/var(ei)Pq

i=0 c/var(ei)
(3)

wi =
c/var(ei)

c
Pq

i=0 1/var(ei)
(4)

wi =
1/var(ei)Pq

i=0 1/var(ei)
(5)

This has important implications for our strategy, when we
consider how variances are assigned in the competition. Specif-
ically, the variance of each agent’s private opinion, for a
given era, is generated by the testbed according to Equa-
tion 6, where si is the component of the ith agent’s exper-
tise vector specifying its knowledge of the painting’s era, Ci

is the amount of money spent by the ith agent to generate
the appraisal, and α is a constant shared by all agents that
during the competition was set to 0.5:

var(ei) = v2

„
si +

α

Ci

«2

(6)
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Although, in general, si and Ci are unknown, the value of v2

is constant for all i, and so is irrelevant. Therefore, rather
than estimate var(ei) directly, it is sufficient to estimate
the value of var(ei/v), which from the general properties of
random variables is equal to:

var(ei/v) =

„
si +

α

Ci

«2

(7)

This is a much easier problem because we know that var(ei/v)
will remain the same, even if v changes. In the following
section we show how, using this fact, an agent can estimate
var(ei/v) and so choose appropriate weights for each ap-
praisal it receives.

3.2 Estimating Truthful Variances
From the previous section, we know that, for i > 0, var(ei/v)
depends on two unknown parameters, si and Ci, and conse-
quently must be estimated. One well founded way to achieve
this is to use Bayesian analysis to marginalise over the un-
known parameters [2]. That is, given si and Ci we know
that var(ei/v) is equivalent to Equation 7, and from this,
we can then calculate the marginal variance, E[var(ei/v)],
as follows:

E[var(ei/v)] =
X
si∈S

X
Ci∈C

P (si, Ci)

„
si +

α

Ci

«2

(8)

Here, P (si, Ci) is the joint probability of the unknown pa-
rameters, S & C are their respective domains, and based on
this, optimal weights can be estimated using:

wi =
1/E[var(ei/v)]Pq

j=0 1/E[var(ei/v)]
(9)

In the case of an agent’s own variance, the values of s0 and
C0 are known, and so E[var(e0/v)] simplifies to var(e0/v).
For third party opinions, on the other hand, we must model
the probability distribution of si and Ci, based on available
evidence. To this end, we assume that domains S and C
are defined as follows, based on an analysis of the testbed
software and competition rules:

S = {0.1, 0.2, . . . , 1} (10)

C = {1, 2, . . . , 10} (11)

This means that we can record P (si, Ci) using a 10x10 con-
ditional probability table (CPT) which we can update in
light of an agent’s experiences, and we can use this to cal-
culate E[var(ei/v)]. For example, in absence of evidence to
the contrary, we may assume that all possible values of si

and Ci are equally likely, resulting in the CPT shown in Ta-
ble 1. Substituting the appropriate entries into Equation 9,
this gives us a marginal variance of 0.5848. Moreover, if we
hold the same beliefs for all agents then wi = 1/q for each
i:

wi =
1/E[var(ei/v)]Pq

j=0 1/E[var(ei/v)]
=

1/0.5848Pq
j=0 1/0.5848

(12)

=
1/0.5848

q/0.5848
=

1

q
(13)

Over time, the entries in the CPT are updated to reflect
both an agent’s experiences with different appraisers, and

si

Ci 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1
1 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
2 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
3 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
4 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
5 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
6 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
7 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
8 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
9 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01
10 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01

Table 1: Joint CPT for Ci and si and its initial values

the possibility that an agent may change its strategy be-
tween episodes. This is achieved by performing two opera-
tions at the end of each timestep: (1) update the CPT in
light of any received opinions, and (2) add time dependent
noise to account for dynamic behaviour.

To define these steps, we must first specify how we model
dynamic behaviour in truth telling opinion providers. We
know from the competition rules that si does not change
for the duration of a game, but Ci can change if the opinion
provider changes its policy. To account for this, we define Ct

i

as the value of Ci at time t ∈ Z+. For each possible value
of Ci, we then define transition probabilities that specify
the conditional probability P (Ct+1

i = c1|Ct
i = c0) where c1

and c0 belong to C. For example, we may define transition
probabilities such that:

p(Ct+1
i = c1|Ct

i = c0) =


9
10

if c0 = c1
1
90

otherwise
(14)

thus assigning a probability of 0.1 to a provider changing
Ci on any given time step, with equal probability of that
transition being to any other possible state.

With this in mind, we can now consider the CPT update
rules. First, if by the end of a time step we know that the
true value of a painting is vt, and that the opinion provided
by an opinion provider is et

i, then we perform step 1 by
calculating the posterior CPT using Bayes rule as follows:

P
`
si, C

t
i

˛̨
pt

i

´
=

P
`
pt

i

˛̨
si, C

t
i

´
P
`
si, C

t
i

´P
s∈S

P
c∈C P (pt

i|s, c) P (s, c)
(15)

Here, pt
i is defined as et

i/vt; P (s, Ct
i ) is the prior proba-

bility of the parameters, taken from the current CPT; and
P (pt

i|s, Ct
i ) is the data likelihood function. The latter is

determined by the competition testbed, which generates es-
timates from a Gaussian distribution with mean vt and vari-
ance var(et

i). By substituting into the Gaussian p.d.f., we
thus have:

p(pt
i|si, C

t
i ) =

1p
2π(si + α/Ct

i )
2

exp

»
− (pt

i − 1)2

2(si + α/Ct
i )

2

–
(16)

Finally, in step 2, we prepare the ground for the next time
step by marginalising over Ct

i using the transition probabil-
ities. This is achieved by updating the CPT for timestep
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t + 1, as follows:

P (si, C
t+1
i ) =

X
Ct

i∈C

P (Ct+1
i , si, C

t
i ) (17)

=
X

Ct
i∈C

P (Ct+1
i |si, C

t
i )P (si, C

t
i ) (18)

which, assuming we do not specify different transition prob-
abilities depending on si, is equal to:

P (si, C
t+1
i ) =

X
Ct

i∈C

P (Ct+1
i |Ct

i )P (si, C
t
i ) (19)

3.3 Dealing with Liars
So far, we have shown how optimal weights can be estimated
for agents that reveal their appraisals truthfully. However,
as this is not necessarily the case, we need to be able to
identify lying behaviour among agents, and act appropri-
ately. This serves two purposes: (1) it identifies potentially
fictitious appraisals, which are then eliminated from consid-
eration before the combined appraisals are calculated; and
(2) it informs the IAM agent’s spending strategy, and how
it behaves toward agents it believes to be malicious (see Sec-
tion 4).

To this end, we test the hypothesis that an agent’s last k
opinions are truthful, based on what we know about how an
agent’s private opinions are generated. Here, k can be set
to the total number of opinions received from an agent, or
it can be set to the number of opinions received in the last
n timesteps, to allow for the possibility that an agent may
change its strategy over time. More specifically, according
to our assumptions, the maximum mean squared error for a
truthful opinion is:

max[mse] = v2

„
max[si] +

α

min[Ci]

«2

(20)

= v2

„
1 +

0.5

0.1

«2

(21)

= 2.25v2 (22)

On this basis, the random variable ei/v is normally dis-
tributed with mean 1 and variance 2.25. According to the
standard properties of normally distributed random vari-
ables, if the last k opinions are all generated in this way,
then the following statistic has a chi-squared distribution
with k degrees of freedom:

Qk =
1

2.25

kX
i=1

(ei/vi − 1)2 (23)

This allows us to place an upper bound on the probability
that an agent’s last k opinions are truthful, by comparing
the actual value of Qk to the quantiles of the chi-squared
distribution.

For example, the distribution of Qk for k = 5 is shown in
Figure 2, in which the vertical lines mark the 0.75, 0.95 and
0.99 quantiles respectively. Now suppose that, as illustrated,
Qk is recorded as 18. As this occurs beyond the 0.99 quan-
tile, this means that, even if all k opinions were generated
with the highest possible variance for truthful opinions, the
probability of Qk occurring by chance is less than 0.01. In
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Figure 2: Chi-squared distribution with 5 degrees of
freedom
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Figure 3: Cash flows from/to the (IAM) agent

the next section, we show how, by making such compar-
isons, an agent can make appropriate decisions about how
to interact with its peers.

4. THE IAM AGENT’S STRATEGY
This section describes the strategy that the IAM agent adopts
in order to maximise its final earnings (i.e. income less
spending) in the ART game. First, we need to look at the
cash flows to and from our agent in order to identify where
decisions need to be made to optimise the agent’s spending
and earnings (see Figure 3). In brief, there are three sources
and three sinks of cash for an agent participating in the com-
petition. Figure 3 also depicts the magnitudes of these six
flows of cash as decided by the competition. We will now
discuss each of these cash flows in turn. We will denote with
+ those flows that generate income for the agent and by −
those where the agent needs to spend.

1. Appraisal orders (+): At the beginning of each round
in the game, the simulator generates a number of or-
ders for each agent. The agent earns $100 per appraisal
order regardless of how it will fulfill that order (even
if it decides not to provide an appraisal). Since the
amount earned per order is fixed, an agent can only
increase its earnings from this flow by increasing its
number of orders in successive rounds. This can only
be achieved if it provides a better service than its com-
petitors (i.e. providing more accurate appraisals than

106



those of its competitors). This in turn requires the
spending of money on 2, 3, and 4 below.

2. Generating own appraisals (−): The IAM agent can
spend an arbitrary amount of money (representing the
time cost associated with the appraising activity) to
generate its own opinion for a particular order. The
more money it spends, the more accurate the appraisal
will be. However, this accuracy is limited to a pre-
defined value according to the agent’s expertise in a
particular art era. More mathematically, the standard
deviation of the error of the opinion generated by the
simulator, to which the appraiser with expertise si has
provided Ci is given by:

std(ei) =
p

var(ei) =

„
si +

α

Ci

«
v (24)

where α is a parameter set by the competition and v is
the true value of the painting. Thus, it can be observed
that deciding on the expenditure of money in generat-
ing one’s own opinion is not straightforward and this
will be investigated in greater detail in Section 4.1.

3. Opinion requests (−): An agent can also request the
opinion(s) of other agents on a particular appraisal or-
der. Each opinion request has a fixed cost of $10. Note
that opinion providers (i.e. other agents in the game)
are not obliged to provide their opinions after hav-
ing received the money. In addition, they can provide
opinions of low accuracy either due to having very low
expertise on the concerned art era and/or deciding to
spend little money on generating their opinions. Thus,
the selection of opinion providers and the calculation
of the weights to be provided to the simulator in order
to aggregate opinions are challenging problems which
an agent faces when buying opinions. Section 4.2 dis-
cusses how the IAM agent tackles these problems.

4. Reputation requests (−): In order to help agents find
out about good opinion providers, the ART testbed
allows agents to contact one another to ask for their
evaluation about the appraising performance of a par-
ticular agent in a particular era1.

5. Providing opinions (+): An agent can also earn by
providing opinions to other agents (i.e. its competi-
tors) when requested. The earnings for such a service
are fixed at $10 per opinion request. This service can
provide extra income to boost the IAM agent’s prof-
its and the strategy for this is specifically looked at in
Section 4.3.

6. Reputation service (+): Similarly to providing its opin-
ions, the IAM agent can also provide to other agents
the reputation value of a particular agent in the game
for $1 per reputation request.

1The performance of an agent in an art era is not neces-
sarily equivalent to its expertise in that era. The actual
performance of an agent is also determined by the amount
of money it decides to spend on generating appraisals for
others in addition to its expertise. For this reason, an agent
can provide different levels of quality of service to different
partners and, thus, the reputation values of the same agent
provided by different partners can be different (assuming
that the partners provide their honest evaluation as the rep-
utation values).

From the cash flow analysis above, since providing the ap-
praisal service to customers earns relatively much more money
than providing opinions or reputation values, our strategy
focuses on maximising the customer base of the IAM agent
by trying to provide a highly accurate appraisal service.
However, the more accurate an agent wants its appraisals
to be, the more money it needs to spend (see the money
flows 2, 3, and 4), and, as a result, the less profit it makes
from a job. Meanwhile, spending less will result in less ac-
curate appraisals, and in the ART game, this means fewer
customers and thus less income. This is a classic tradeoff
between profit and customers. Therefore, it is important to
find the balance between these; i.e. spend wisely to generate
accurate appraisals and to retain a high profit at the same
time. In more detail, before a final appraisal is produced
for a particular order, the IAM agent needs to make the
following decisions:

1. how much should it spend on generating its own ap-
praisal given its expertise on the art era of the order,

2. whether it needs to ask for external opinions for a given
order and, if so, which opinion providers it should
choose and

3. whether it needs to ask for the reputation values of
opinion providers and how these values can be used to
help it makes the decisions in (2).

Regarding using reputation values provided by other agents,
since the game rules do not specify the semantics of a rep-
utation value, except that it is a number in the range [0, 1],
interpreting their real meanings is very difficult (because
there is no commonly shared semantics). Moreover, given
the small number of participating agents in a game (5), the
behaviours of the other agents can be learnt fairly quickly
and thus reputation values are not of much use. For these
reasons, the IAM agent does not request reputation values
from other participants (and saves a small amount of money
by doing so). Thus, it relies solely on the variance estima-
tor (Section 3.2) to estimate the performance of an opinion
provider.

In the remainder of this section, Sections 4.1 and 4.2 will
address the first two issues above. In addition, Section 4.3
looks at how the IAM agent can increase its earnings by
providing opinions and reputation values to other agents in
a game.

4.1 Generating its Own Appraisals
An agent’s own appraisal for a painting is generated by the
simulator from a Gaussian distribution whose mean is the
painting’s true value (v) and whose deviation is determined
by the agent’s expertise (si) and the money it spends (Ci)
as in Equation 24. Therefore, given that si is predetermined
by the simulator, an agent can only directly affect the ac-
curacy of its appraisals by changing the amount of money
it is willing to spend to generate the appraisals (i.e. Ci).
However, since the painting’s true value v is factored out
when the accuracy of an appraisal is calculated [3], for the
sake of simplicity, it is equivalent to considering the standard
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Figure 4: The cost vs. deviation trade off

deviation of an agent’s appraisals to be the following:

std(ei/v) =
p

var(ei/v) = si +
α

Ci
(25)

Although the more an agent spends, the less the deviation
and the more accurate its appraisals, from Equation 25, it
is clear that the lower bound of the deviation is si and it
might not be worth spending more money when std(ei/v)
is close enough to si. In this respect, Figure 4 shows the
values of std(ei/v) corresponding to different amounts of
spending on Ci for different values of si in {0.1, 0.2, . . . , 1.0}.
Coincidentally, all the deviation curves in Figure 4 level off
from spending of $4 upwards, despite the value of si. This
means, in any case, $4 is a balance point between spending
and the accuracy gained from it. Spending more than $4
only yields a very marginal decrease of the deviation (or a
marginal increase of appraisal accuracy). Given this, the
IAM agent only spends $4 for generating its own appraisals
in all situations (regardless of its expertise).

4.2 Ordering External Opinions
In this section, we consider, given a particular appraisal or-
der and having known our own expertise si in the order’s
art era, whether external opinion(s) should be sought and,
if so, from whom. From the findings in the previous sec-
tions, since it is relatively cheap ($4 compared to the order
fee of $100) to generate its own appraisals which are rea-
sonably close to its expertise, the IAM agent always uses
its own appraisals regardless of whether it needs external
opinions or not because this would provide a safety catch
should other agents decide to cheat by not providing their
opinions as agreed. Having estimated the performance of
each opinion provider (i.e. its variance, see Section 3.2),
the IAM agent can evaluate the benefit of having an opin-
ion from a particular opinion provider to justify the decision
of requesting an opinion from it. In other words, the IAM
agent needs to calculate the expected variance of the final
appraisal2 resulting from combining its own appraisal with
that of the potential opinion provider. Given that in pro-
ducing the final appraisals, the simulator combines all the
submitted appraisals as in Equation 1 and the weight for
each appraisal wi is defined as in Equation 5, the variance

2The expected variance of the final appraisal reflects the
expected accuracy of the appraisal.

of the combined appraisal is given by:

var(e) =

qX
i=0

w2
i · var(ei) (26)

where q is the number of external opinions (ei) the IAM
agent receives and e0 is its own appraisal. Replacing wi

from Equation 5 gives:

var(e) =

qX
i=0

 
1/var(ei)Pq

j=0 1/var(ej)

!2

· var(ei) (27)

=

 
1Pq

j=0 1/var(ej)

!2 qX
i=0

1/var(ei) (28)

=
1Pq

j=0 1/var(ej)
(29)

Factoring out the painting’s value v from both sides of Equa-
tion 29 gives us:

var(e/v) =
1Pq

i=0 1/var(ei/v)
(30)

Although we do not know var(ei/v) for other agents, we
can estimate it (as shown in Section 3.2), and thus we can
estimate var(e/v):

E[var(e/v)] =
1Pq

i=0 1/E[var(ei/v)]
(31)

where E[var(e0/v)] = var(e0/v) = s0 + α/C0 (because we
know our own parameters) and E[var(ei/v)] can be calcu-
lated as in Equation 8 for other agents.

Knowing how to calculate the combined variance of opin-
ions, the IAM agent can start selecting agents it will ask
for opinions by performing the following four steps. First,
all other agents are sorted in ascending order, according to
their estimated variances in the art era of the order (i.e. best
performance first). Second, the list of agents whose opinions
will be used is initialised to contain (only) the IAM agent
itself (because it always uses its own appraisal). Third, the
IAM agent then considers adding each of the agents into the
list according to their performance order by calculating the
expected combined variance of the final appraisal assuming
that agent is in the list. Finally, if the new combined vari-
ance is just insignificantly improved (i.e. improvement is
less than 15%3) then the selection process stops; otherwise,
that agent is put into the list and the process continues with
the next agent.

After the selection process is finished, the IAM agent sends
opinion requests to agents selected in the list. However,
since the variance estimator assumes that agents do not
cheat when providing their appraisals, this process does not
filter out cheating agents. Therefore, before the selection
process begins, all the other agents are evaluated based on
their previous interactions using the procedure as described
in Section 3.3 to calculate the probability that an agent has
cheated in the past. If the cheating probability is over 0.6,
then the opinion provider is classified as a potential cheater
and its opinions will not be taken into account in our agent’s

3This improvement threshold is hand-picked based on our
experiments.
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final appraisal. However, it will still be asked for opinions in
order to confirm whether it is actually cheating. If the cheat-
ing probability is over 0.95, the opinion provider is classified
as a cheater and no future interaction with it will be made.
Moreover, an agent is also classified as a cheater if it failed
to provide an appraisal after having confirmed that it will
provide an opinion.

4.3 Earning from Being Honest
Beside earning money from appraising orders by the simula-
tor, the IAM agent’s strategy is to maximise its income via
providing opinions and reputation values. Its philosophy in
doing so is to provide an honest and reliable service to all
agents in order to maintain a good business relationship with
them, which hopefully results in a regular source of income.
Moreover, providing a low quality service or cheating other
agents might initiate retaliatory behaviours from them. This
will have a detrimental effect on the IAM agent’s own ap-
praising business when it requires external opinions to fulfil
orders in whose art era it is not an expert. Although the
general strategy here is to provide a good service, the IAM
agent is not näıvely benign. Rather, it looks for reciprocity
from its partners (who are also its competitors). Therefore,
if a cheater is identified, the IAM agent will use a retaliatory
policy toward it. Following this general strategy, the IAM
agent’s strategies for the earning cash flows 5 and 6 (i.e.
providing opinions and reputation values for other agents,
see Figure 3) are discussed next.

4.3.1 Providing opinions:
The IAM agent aims to develops its reputation as an honest
agent in order to earn (good) money from providing opinions
to others. Thus, it always provides honest certainty values
(taking into account the money it will spend) and honest
appraisals (i.e. spending the same amount of money it said it
would spend). In more detail, the IAM agent always spends
$4 to generate appraisals for others (the same amount it
would spend to generate appraisals for its own orders, see
Section 4.1). When requested for its certainty assessment on
its appraisals, the IAM agent will present the certainty value
(denoted by cv) based on its expertise in the art era of that
particular request and its intended spending to generate an
appraisal (i.e. Ci = $4):

cv = 1− (1 + α/Ci)si

1.5
(32)

where si is the expertise of the IAM agent in the concerned
art era and 1.5 is the maximum deviation of the Gaussian
distribution generating an agent’s appraisal value (given by
Equation 25 in the worst case scenario where the minimum
expertise si = 1.0 and the minimum spending Ci = $1).

In case it detects that an agent cheats by providing false
opinions to it or by taking the opinion fee without providing
an opinion, it will retaliate against the cheating agent in all
future opinion transactions by spending only a fractional
amount of money ($0.01) to generate appraisals that are
extremely skewed (due to the ensuing high deviation) for
the cheating agent.

4.3.2 Providing reputation values:

Agent Affiliation Revenue Cost Profit
IAM University of

Southampton

149812 18299 131583

Neil Nanyang Techno-

logical University

116764 13741 103023

Frost Bogazici Univer-

sity

120753 18176 102577

Sabatini Universidad Car-

los III de Madrid

127137 25726 101411

Joey University of

Nebraska-Lincoln

111985 19506 92479

mean 125290 19076 106215

Table 2: Average revenue, profit & cost at end of
final round games

Agent Opinion
Costs

Opinion
Generation
Costs

Reputation
Costs

IAM 59.46 40.54 0.00
Neil 6.80 92.03 1.16
Frost 31.65 68.35 0.00
Sabatini 38.85 61.15 0.00
Joey 0.00 100.00 0.00

Table 3: Breakdown of cost percentages.

As previously mentioned, there is no defined semantics for
reputation values except that their range is [0, 1]. We there-
fore define the reputation value (ri) to provide based on the
estimated variance of an agent, which we believe best reflects
the performance of that agent as so far perceived:

ri = max{1−
p

var(ei/v)

1.5
, 0} (33)

where 1.5 is again the maximum deviation given the worst
case scenario and

p
var(ei/v) is the estimated deviation of

that agent’s appraisals. In this service, the IAM agent pro-
duces random reputation values in [0, 1] for cheating agents.

5. COMPETITION RESULTS
In this section, we give an in depth discussion of the compe-
tition results, concentrating on its final round in particular.
This consisted of 10 games with 60 time steps each, in which
the top 5 agents from a series of preliminary games were
pitted against each other (there were 17 agents entered into
the competition). At the end of each game, the total profit
earned by each agent was recorded, and then averaged over
all 10 games to produce the final scores. The results of this
process are shown in Table 2, which includes the average
revenue and cost for each agent over the 10 games. In par-
ticular, this shows that the IAM agent won the competition
by a 28% profit margin over its nearest competitor, earning
the highest revenue of any agent, with below average costs.

A more detailed breakdown of each agent’s cash flow is
shown in Tables 3 and 4, in terms of the types of payment
that contributed to the costs and revenue in the final round
games. Here, client, opinion and reputation payments refer
to the total amount of each agent’s revenue that was due to
payments for client appraisals, opinion generation and repu-
tation respectively; opinion costs refer to the amount spent
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Agent Client
Pay-
ments

Opinion
Pay-
ments

Reputation
Payments

IAM 96.09 3.89 0.03
Neil 98.63 1.37 0.00
Frost 98.45 1.52 0.03
Sabatini 88.25 11.72 0.03
Joey 96.96 3.00 0.04

Table 4: Breakdown of revenue percentages.
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Figure 5: Opinion Spending

requesting third party opinions; opinion generation costs are
those spent on generating opinions for third parties; and rep-
utation costs are those spent requesting reputation about an
agent’s peers.

From these results, it is clear that largest proportion of each
agent’s revenue was due to payments for client appraisals,
followed by opinion payments and reputation in that order.
This is partially a consequence of the comparatively high
price of client appraisals ($100 compared to $10 for opinions
and $1 for reputation). However, even taking this into ac-
count, it is clear that very little reputation was exchanged
between any of the agents, reinforcing the idea that reputa-
tion is only useful in large populations with clear semantics.

On the other hand, opinion transactions did feature more
prominently in the final rounds, and played an important
role in determining the order of the leader table. Although
this is not reflected directly in agent revenues, opinion costs
accounted for the majority of the overhead in the IAM agent’s
winning strategy. To understand the reason for this, sup-
pose that two agents can co-operate by spending a total of
$10 on their opinions to appraise a painting. Assuming that,
for both agents, si = 1, α = 0.5, and the difference between
their individual expenditure is y, then the best achievable
variance for the appraisal (relative to a painting value) is:

var(e/v) =

„
1

[1 + 1/(10 + y)]2
+

1

[1 + 1/(10− y)]2

«−1

(34)
Based on this equation, the appraisal variance resulting

from difference values of y is plotted in Figure 5. This shows
that the lowest possible variance is achieved when y = 0
or, in other words, when the agents divide the $10 equally
between their respective opinions. This can easily be shown
to be true in general, and explains why it was beneficial for
the IAM agent to spend significantly on third party opinions,

Agent MSE of Opinions
Reported to IAM

No. Opin-
ions Sent to
IAM

Neil 6.20 439
Frost 142533.43 179
Sabatini 0.41 10601
Joey 1338173.81 270

Table 5: Total number of opinions received by the
IAM agent compared to average opinion MSE.

Agent Revenue Cost Profit
IAM 150132 18879 131253
Neil 139870 13757 126113
Joey 133417 19506 113911
Sabatini 127814 46470 81344
Frost 120833 42381 78452

Table 6: Alternative scores based on recorded num-
ber of opinion transactions.

rather than investing solely in its own direct assessments.
On the other hand, agents such as Neil and Joey, who spent
little or no income on third party opinions, did make it to the
final round. This is perhaps an indication that, if opinions
are not used wisely based on solid statistical models, then
the simple strategy of using only an agent’s direct experience
can produce better results.

Concentrating more specifically on the IAM agent’s perfor-
mance, its success in the competition can be further ex-
plained by three other factors. First, by spending $4 on
opinion generation, it managed to spend less per client on
opinion generation than any of the other four finalists, while
still maintaining close to minimal opinion errors. Second,
the IAM agent further reduced its costs by only buying
opinions from reliable agents. This is made apparent when
we compare the total number of opinions received by IAM
from the other competitors, compared to the MSE of their
reported opinions (Table 5). This shows a clear correlation,
with IAM relying heavily on Sabatini’s accurate opinions,
while mostly rejecting opinions from the other competitors,
who provided misleading opinions. Third, by estimating op-
timal weights for received opinions based on standard sta-
tistical theory, the IAM agent was able to achieve the lowest
MSE for its appraisals compared to the other finalists, and
so was awarded the highest overall client market share.

In addition, the IAM agent’s share of the opinion market
was second only to Sabatini. This is partially because the
IAM agent itself was the highest consumer of third party
opinions in terms of expenditure, most of which was spend
on Sabatini’s expertise. However, there does appear to be a
discrepancy in the competition data between the number of
opinions received by each agent, and the number of opinions
paid for. More specifically, all five finalists sent more opin-
ions than they were paid for, perhaps due to inadequate
checks for payment, before opinions where sent. Without
further investigation, it is unclear whether the cause of this
lies with the competition testbed, the agents themselves, or
some combination of both. Nevertheless, if funds had been
exchanged for all the opinion transactions that took place,
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then this would have had a dramatic effect on the competi-
tion, and would have resulted in the alternative scores shown
in Table 6. What this shows is that both Frost and Saba-
tini were sent significantly more opinions than they paid for
and, had they been expected to pay for all these opinions,
they would have been placed at the bottom of the leader
board. However, we emphasise that this does not suggest
that these alternative scores are correct, or that the official
scores are inaccurate. This is particularly true if the ex-
tra opinions were unsolicited, because it would be unfair to
make agents pay for unwanted opinions. Even so, this does
reveal an interesting anomaly that is perhaps worth further
investigation.

6. CONCLUSIONS
From the design of our successful agent for the ART com-
petition, three lessons can be drawn that are applicable to
trust assessment within multi-agent systems in general.

The first lesson concerns the conditions under which an
agent can benefit by pooling information from other agents
about their shared environment. In the ART competition,
this aggregation of information occurs at two levels, namely
at appraising art objects and at evaluating the trustworthi-
ness of other agents. We first consider the appraisal of art
objects. In this case, an agent can benefit from third party
information, if it is easier to establish such information as
reliable, than it is to obtain equivalent verifiable informa-
tion directly. This lesson is especially true with regard to
art appraisal, due to the way in which the MSE of an agent’s
opinions is calculated. That is, beyond a certain point, only
marginal increases in accuracy can be achieved by spending
more money on the opinion of an individual agent (Sec-
tion 4.1). Thus, it is generally more economical for an agent
to purchase opinions from a number of third parties than it is
to invest heavily in its own opinion. The success of the IAM
agent can be partially attributed to this conclusion, when
we compare its performance to other agents, such as Joey,
who invested little or no income on third party opinions.

The second lesson is the counter of the first, establishing
when it is not beneficial to try pooling information. For
example, in the competition, there is little apparent advan-
tage to reputation sharing, as is reflected by the negligible
number of reputation transactions that occurred in the fi-
nal rounds. This can be attributed to the small number of
agents that participated in each round (typically 5 agents),
each of which had sufficient opportunity and funds to inter-
act with all of their peers in every time-step. As a result,
participants could gain reliable first-hand experience of their
peers, as easily as they could gather reputation. Further-
more, the semantics of reputation were not well defined, in-
creasing the difficultly of its interpretation and assessment.
For example, suppose that reputation from one agent con-
sists of estimated standard deviations for opinions, while for
another it consists of estimated variances. Both statistics
have the same range of values, [0,∞), and in both cases,
lower values indicate more reliable opinions. However, their
correct interpretation is still different: a variance of 10 im-
plies a much more reliable opinion that one with a standard
deviation of 10. Thus, to assess the reliability of reputa-
tion, it would first be necessary to learn the function used
to create it. However, this does not imply that reputation

sharing is worthless in general. Rather, the lesson learnt is
that reputation is most valuable in cases where direct experi-
ence is relatively more difficult to acquire, and in which the
semantics are clearly defined.

The final lesson is that, even if third party opinions carry
useful information, this value is wasted if opinions are not
properly applied using well founded statistical techniques. Al-
though trust can be viewed as a sociological concept, and
inspiration for computational models of trust can be drawn
from multiple disciplines, the problem of combining esti-
mates of unknown variables (such as trustee behaviour) is
fundamentally a statistical one. Thus, any mechanism for
making predictions based on reputation that ignores statis-
tical theory, does so at its peril. This claim may partially
explain the relative success of agents, such as Joey and Neil,
that spent little or no income on third party opinions. By
their presence in the final rounds, these agents suggest that,
unless appropriate statistical techniques are used (such as
those used by the IAM agent), it is perhaps better to ignore
reputation completely, in favour of a simpler solution.
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Abstract

Integrity of mobile agents in open environments in which
no guarantees can be provided on the integrity of the hosts
on which they run, is an open challenge. This paper
presents a method with which tampering can be detected.
This method is based on the notion of distributed trust; trust
distributed over the hosts involved.

Keywords: Agents Systems, Mobile Agents, Agent Security,
Migration Path Integrity

1. Introduction

Distributed agent systems provide a powerful paradigm
for building large scale distributed systems [5, 6]. Mobility
and autonomy are attractive features of such systems. In
dynamic environments such as e-government, e-health and
e-commerce applications mobile agents provide a means to
process data locally, respecting intellectual property rights
[2].

Mobility and autonomy, however, also provide new chal-
lenges, especially if security is of key concern. The chal-
lenge is to preserve integrity of an agent and the data it col-
lects in open environments: environments that are not under
the control of an agent’s owner.

In closed environments in which all hosts are trusted this
is not a problem: all hosts are known to behave correctly.
Similarly, in more open systems, where agents only migrate
to hosts they trust, the integrity of the agent and its data are
not at significant risk. The use of a separate trust infrastruc-
ture, e.g., a X509-based PKI [4], can, for example, be used
to establish which hosts can be trusted. However, mobile
agents can also be deployed in open systems. In such dy-
namic circumstances it is not always feasible to determine
the trustworthiness of hosts in advance.

In such open environments the malicious host problem
forms a serious threat to the integrity of an agent. It is

closely related to the intrinsic features of mobile agent sys-
tems: agents are executed on hosts that can view, alter their
state, or even delete the agent altogether. This leads to a
number of security problems:

1. Protecting the integrity of the migration path

2. Protecting the integrity of the agent itself

3. Ensuring confidentiality of the agent’s data and (bi-
nary) code

4. Ensuring integrity of the agent’s control flow

The migration of an agent from one host to another is called
a migration step. A migration path is a sequence of multi-
ple migration steps that identifies all the hosts, in order, an
agent has visited.

The integrity of the migration path (item 1, above) is
the basis for detecting malicious hosts and/or preventing
them from doing any harm. For example, a number of tech-
niques [1, 3, 10, 9] have integrity of agents migration paths
as a premise, and can be used to detect tampering with the
agent (items 2 & 4). Confidentiality (item 3) can be ensured
by using encryption of sensitive data.

The main focus of this paper is the detection of breaches
of integrity in migration paths of mobile agents. This pa-
per does not directly address the general problem of pro-
tecting the agent from malicious hosts that alter the agent’s
code or data. However, as stated before, techniques to de-
tect whether an agent has been altered on the basis of its
migration path.

How migration works is the topic of the first section.
Some known solutions for integrity protection are discussed
in the context of their strengths and weaknesses in this con-
text. The next section introduces a new technique with
which the integrity of an agent’s code and data can be de-
rived on the basis of its migration path. This method is
based on distributing trust among the individual hosts of
an agent platform. The paper ends with a discussion and
conclusions.
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2. Agent Migration

This paper assumes that a secure distributed mobile
agent system provides the following basic properties: an
agent runs on one single host at a time, is aware of its cur-
rent host, has the ability to migrate to other hosts in the sys-
tem. In addition this paper assumes that the environment
provides a public-key infrastructure with which agents and
hosts can be authenticated. The host on which an agent is
initialized, is assumed to be trusted by the agent’s owner.
This host can be traced by all other hosts at any arbitrary
moment in time. Hosts are assumed to have full control
over the agents they run. The consequence of this assump-
tion is that hosts are assumed to be able to read and alter
information stored inside agents.

Agents preferably only migrate to trusted hosts. How-
ever, a trust relationship does not always give full guaran-
tees on the correct behavior and intentions of hosts. An
agent’s migration path provides a means to detect breaches
of integrity.

The simplest form of migration in a secure agent system
requires sending and receiving hosts to mutually authenti-
cate themselves using a PKI. The integrity of a migrating
agent is ensured by having the sending host create a (digital)
signature of an (hash of the) agent’s code. This signature is
transmitted together with an agent’s code, and data (includ-
ing state). The receiving host can then verify the integrity
of an agent’s code before re-initializing the agent process.

3. Migration Paths

There are roughly two different approaches for record-
ing agent migration paths: (i) use a centralized trusted
third party (TTP) to authorize and keep track of migration
paths or (ii) store (a signature of) migration paths inside
the agents themselves [11]. Both approaches are discussed.
The following notation is used in this paper: capital let-
ters A,B,C,. . . denote hosts, small letters x,y,z,. . . denote
agents, arrows (→) represent migration steps between hosts
and [x]A denotes the signature of agent x by host A.

3.1. Centralized Trusted Third Party

A centralized approach requires all migration paths to be
registered. Both sending and receiving hosts register each
and every migration step before and after migration. The
trusted third party authorizes the migration and stores the
migration step in its database together with the commit-
ments of the hosts. This makes it possible to prove, at a
later point in time, that both parties had agreed with the mi-
gration step.

This approach has the advantage that it is relatively easy
to monitor hosts over a period of time. Thus, for example,

A B

TTP

2
5 5

4

3

Figure 1. Agent migration using a central au-
thority (trusted third party).

if agents tend to disappear on one specific host, this host is
known to be unreliable, possibly malicious. A centralized
trusted third party may prevent agents from migrating to
untrusted and/or unreliable hosts (simply by not authorizing
the migration).

Example 1 below gives a more detailed explanation of a
migration step, using a TTP, by an agent from host A to host
B.

Example 1
A detailed example of the migration of agent x from A →
B using a trusted third party. The migration protocol starts
when:

1. host A suspends and signs agent x: [x]A

2. host A reports to the trusted third party (TTP) that
agent x will migrate from A to B. A sends [x]A along
with the report.

3. host A sends agent x to host B

4. host B receives x and computes [x]B which it sends to
the TTP.

5. the TTP verifies that A and B have both signed the
same agent. If the verification passes, the TTP notifies
both A and B that the migration has succeeded, and
adds this migration step to the migration path it keeps
for agent x.

6. host B starts the suspended agent1.

Figure 1 shows the messages that are sent between the
parties. The numbers used in the figure correspond to the
numbers above.

Note that this approach does not prevent hosts from con-
spiring to forge migration paths. For example, malicious
hosts can simply decide to migrate an agent between them-
selves without using the trusted third party. However, af-
ter such an illegal migration, the agent cannot migrate to

1Note for the sake of clarity, some details are omitted from this and fol-
lowing examples. This protocol has, for instance, not been secured against
replay attacks. To solve this problem, other techniques, such as adding
freshly generated random numbers to each signature must be applied.
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a non-malicious host without being noticed. The trusted
third party, having not been informed of the previous mi-
gration step, will immediately detect something is wrong
and will therefore not authorize the migration. The trusted
third party, however, can not detect whether an agent has
migrated from a malicious to multiple malicious hosts re-
turning to the first malicious host (a cycle), before moving
to a non-malicious host using the trusted third party.

Note also that a centralized approach such as this creates
a central point of failure, and a potential performance bot-
tleneck (i.e., a scalability problem). This problem can be
partially solved by using an agent’s initial host as its trusted
third party2. This is known as a home based approach. The
agent platform Mansion uses a dedicated service: the Agent
Location Service [12] that implements this use of the initial
host as a trusted third party.

3.2. Signature Chain

A method that stores an agent’s migration path together
with an agent’s code and data does not suffer the draw-
backs of a single centralized server. The stored migration
path can be protected against tampering using digital signa-
tures [4]. A chain of such signatures can protect a whole
migration path of an agent. In this method, the migration
process includes that a host signs a migration step together
with all (signed) previous migration steps (the chain, signed
by other hosts).

Example 2
A detailed example of the migration step of agent x from
B → C, where B received agent x from A earlier using
signature chaining. Agent x’s signature chain at host B is
[x,A → B]A.

1. host B suspends and signs agent x and signs B →
C along with the already existing signature chain:
[x,B → C, [x,A → B]A]B . This signature will be-
come a new link in the signature chain.

2. host B sends the agent with the old signature chain,
along with the new link of the chain to C.

3. host C checks the signature chain stored with agent x
and the new link it has received from B.

4. if the verification of the signatures was successful, host
C adds the new entry to the agent’s signature chain and
starts the suspended agent x.

As signatures can only be generated by individual hosts
and verified by all other hosts, this method ensures breaches
of integrity of the migration path are noticed. The method,

2If all agents are started from the same location these two approaches
are equivalent in terms of scalability.

however, has some drawbacks: for long chains verifying the
complete chain of signatures becomes computationally in-
tensive. A more serious problem is that a malicious host can
remove arbitrary cycles from a migration path. If an agent
(accidentally) visits the same malicious host for a second
time, the malicious host can remove the part of the migra-
tion path between the first time it was hosted by the mali-
cious host and the second. The malicious host can then re-
use the old signature chain in the agent for other purposes.
This cannot be detected by other hosts nor by an agent’s
owner. Finally, if agents disappear, e.g., by having been
killed by a malicious host, outside hosts are not capable of
identifying where something went wrong.

Note that with respect to cycles there is a difference be-
tween the trusted third party approach and the signature
chaining approach. In both approaches a malicious host can
remove cycles from the migration path. In the trusted third
party approach, malicious hosts could remove the migra-
tion path between conspiring malicious hosts ending with
the initial malicious host. In signature chaining a malicious
host can remove a similar cycle which may also have in-
cluded non-malicious hosts.

This paper proposes a distributed approach to integrity
protection of migration paths that can be used to detect
unauthorized modification. The advantages of a distributed
approach are that the solution scales better in a distributed
system and does not have a single point of failure.

4. Secure Migration using Distributed Trust

In essence, the proposed approach for integrity preser-
vation of migration paths entails the distribution of trust to
several hosts on a migration path. This approach assumes
that agents are not allowed to migrate to the host on which it
currently runs (irreflexivity), and that the migration path can
be recorded together with an agent’s code and data. Tam-
pering of the migration path can be detected by either the
agent owner or one ore more receiving hosts.

Briefly, the algorithm works as follows: Suppose agent
x migrates along the path A → B → C. Each migra-
tion step is recorded with the agent. Each step is signed by
the host from which it’s originated. When agent x migrates
from B to C, host B asks host A to sign the migration step
(B → C). The resulting signature is stored with the agent.
When host C receives the agent and the signatures, it con-
firms receipt to host A. Example 3 below provides a de-
tailed application of the algorithm to a migration step.

Example 3
A detailed example of the migration step B → C of agent
x. Host B received agent x from host A earlier, using a dis-
tributed trust algorithm. The sequence number (hop count)
used in the migration step A → B is n with n ∈ N:
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Figure 2. Agent migration using distributed
trust.

1. host B suspends agent x and asks host A to sign
(x,B → C, n + 1) (a waiver).

2. host A checks whether the seqnr (n+1) corresponds to
the seqnr (n) corresponding to the agent being on host
A. If all is correct, host A signs the waiver and sends
it back to host B. Host A remembers that agent x has
migrated to host C with seqnr n+1.

3. host B adds the signature [x,B → C, n+1]A to agent
x.

4. host B sends the agent to host C.

5. host B records that agent x has migrated from itself to
host C with seqnr n+1, and waits for C to request fur-
ther information. Host C will contact host B whenever
host C ships agent x to another host.

6. host C receives agent x, verifies the migration chain
stored in the agent, and contacts host A to acknowl-
edge the receipt of the agent with seqnr n + 1.

7. host A then checks whether the info from C corre-
sponds to the information it has recorded previously.
If there is a mismatch, it notifies host C of this, so C
can refuse the agent; otherwise, C can start agent x.
After this step, assuming the migration from B → C
was successful, host A can delete all info concerning
agent x.

Figure 2 shows the messages that are sent between the
parties, the numbers used in the figure correspond with the
numbers above.

Each waiver is issued only once, and can be used only
once because the receiving host will ‘consume’ the waiver
by contacting the host that issued the waiver. In Example 3,
host C contacts host A to confirm receipt of the agent. Con-
sequently, a malicious host cannot send an agent to different
hosts, as it can only acquire one waiver for the agent. Fur-
thermore, a malicious host cannot send the agent twice to
the same host (i.e., a replay attack) by reusing a waiver ob-
tained before, because the waiver would have already been

B CA D
[B → C]A [C → D]B

Figure 3. Conspiring hosts altering the migra-
tion path.

used. In other words, host B cannot tamper with the migra-
tion path.

The migration path cannot be tampered with by a single
malicious host, because the entries are linked together via
host and sequence number: i) hosts can not cut out a mid-
dle piece, because the sequence numbers will not match,
ii) hosts can not replace a middle piece, because the signa-
tures in the chain of hosts will not match, iii) hosts can not
cut out or replace the tail of a migration chain (including
cycles), as the next receiving host will check the migration
with the previous host in the migration chain, using both the
host and the sequence number. The essence of this approach
is that the responsibility of a migration is spread over two
hosts: the previous host and the next receiving host, i.e., A
and C, in the migration chain A → B → C.

The proposed migration protocol can also withstand two
conspiring malicious hosts trying to manipulate the migra-
tion path between them. For example, suppose that agent
x migrated along the path: P → A → Q → B. Now,
suppose that B conspires with A to try to remove host Q
from the migration path pretending that the agent migrated
directly from A to B. However, host P , the predecessor of
A, will not issue the waiver [x,A → B]P : it has already
issued the waiver [x,A → Q]P and will refuse to issue an-
other one.

Unfortunately, it is still possible for two adjacent con-
spiring malicious hosts to remove a cycle from the migra-
tion path. For example, consider an agent that migrates
through malicious hosts B and C along the path A → B →
C → . . . → C → D, as depicted in Figure 3 (note, the
migration loop at C). In this case, C can remove the cycle
from the migration path with the help of B before send-
ing the agent to D. C simply has B issue another waiver
for the migration C → D. Note that C can only remove
a cycle if the agent actually returns to C, which the agent
typically cannot be forced to do. If cycles are created, then,
contrary to signature chaining, two adjacent conspiring ma-
licious hosts are always necessary to remove a cycle.

The main reason two malicious hosts can still alter the
migration path is that the receiving hosts assumes that at
least one of these is not malicious. To guard against n ma-
licious hosts, this scheme can be extended to incorporate at
least the n + 1 preceding hosts in handing out the waivers.
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5. Discussion and Conclusions

This paper introduces a mechanism to ensure that breach
of integrity in migration paths of mobile agents in large
scale distributed agent systems will be detected. This ap-
proach distributes trust over three hosts during each migra-
tion step. The combination of sequence numbers with sig-
natures guarantees that one or more hosts can detect if part
of the migration path, including cycles, has been removed.

Spreading trust over multiple hosts in an agent system
clearly has benefits in terms of scalability and it strengthens
the security mechanism, since a ‘single point of failure’ no
longer exists. Orthogonally, a dedicated trust model that can
distinguish the –relative– trustworthiness of hosts in multi-
ple agent systems can be of much value as well.

The approach works well in situations with only one (un-
known) malicious host in a migration path, or in environ-
ments with multiple malicious hosts that do not conspire
together. However, if multiple malicious hosts conspire to-
gether the situation becomes more complex. A possible so-
lution is to enforce that agents alternate between trusted and
untrusted hosts [9] in their migration path. In the extreme
situation where only the initial host can be trusted this so-
lution is equivalent to ‘two-hop boomerang agents’ [7], in
which agents always return to their initial host after each
migration step to another host. Another possible solution is
to disallow cycles in migration paths altogether.

The mechanisms needed to instrument this approach
are currently being implemented in in the agent platform
AgentScape [8].
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Abstract
In the context of electronic commerce, the problem of unfair
ratings arises when modeling the trustworthiness of a selling
agent relies (partially) on propagation of ratings provided by
buying agents that have personal experience with the seller.
Extreme diversity of open and dynamic electronic market-
places causes difficulties in handling unfair ratings in trust
management systems. To ease this problem, we propose a
novel incentive mechanism for eliciting fair ratings of sellers
from buyers. In our mechanism, buyers model other buyers,
using an approach that combines both private and public rep-
utation values. In addition, however, sellers model the repu-
tation of buyers. Reputable buyers provide fair ratings of sell-
ers, and are likely considered trustworthy by many other buy-
ers. In marketplaces operating with our mechanism, sellers
will offer more attractive products to satisfy reputable buyers,
in order to build their reputation. In consequence, our mech-
anism creates incentives for buyers to provide fair ratings of
sellers, leading to more effective e-marketplaces where hon-
est buyers and sellers can gain more profit.

Introduction
In multiagent systems for electronic commerce, trust plays
an important role. It provides a form of social control and
allows agents in e-marketplaces to reason about reliability,
capability and honesty of others, in order to choose the best
business partners. Researchers have been working at design-
ing frameworks to model the trust and reputation of agents.
A modeling of the trustworthiness of a selling agent can be
based on a buying agent’s past personal experience with the
seller. However, for a new buyer or a buyer without any
personal experience with the seller, evaluation of the seller’s
trustworthiness is often determined by examining the ratings
for the seller from other buyers (Sabater & Sierra 2005). The
problem of unfair ratings may then arise. Buyers may pro-
vide unfairly high ratings to promote the seller. This is re-
ferred to as “ballot stuffing” (Dellarocas 2000). Buyers may
also provide unfairly low ratings, in order to cooperate with
other sellers to drive a seller out of the marketplace. This is
referred to as “bad-mouthing”.

Besides the problem of unfair ratings, rating submis-
sion is voluntary in most trust management systems. Buy-
ers do not have direct incentives to provide ratings be-
cause, for example, providing reputation ratings of sell-
ers requires some effort (Jøsang, Ismail, & Boyd 2005;

Miller, Resnick, & Zeckhauser 2005). Providing fair rat-
ings for a trustworthy seller may also decrease the chance of
doing business with the seller because of competition from
other buyers.

To address these two problems, researchers have been
working on developing incentive mechanisms. The aim is
to encourage honesty in the reporting from buyers, in or-
der to diminish concerns about unfair ratings. Two types
of mechanisms have been developed, side payment mech-
anisms (Jurca & Faltings 2003; Miller, Resnick, & Zeck-
hauser 2005), and credibility mechanisms (Papaioannou &
Stamoulis 2005; Jurca & Faltings 2004). Side payment
mechanisms offer side payment to buyers that fairly rate re-
sults of business with sellers. In these mechanisms, pro-
viding fair ratings for business results is a Nash equilib-
rium. Credibility mechanisms measure agents’ credibility.
The credibility of two participants (a buyer and a seller, for
example) in their business will be decreased if their ratings
about the business result are different. Buyers will provide
fair ratings in order to keep up their credibility.

We first develop a model (a personalized approach) that
addresses unfair ratings but with more flexibility for buy-
ers to weight their value in private and public reputation
ratings of other buyers (advisors). Our aim is to develop
improved methods for modeling trustworthiness of advisors
by tracking ratings provided according to their related time
windows. In so doing, our approach is able to avoid the
situation where advisors may untruthfully rate sellers for a
large number of times (known as “flooding”) and deal with
changes of agents’ behavior. Our method is able to cope
with large numbers of unfair ratings.

Equipped with the richer method for modeling trustwor-
thiness of advisors in terms of private and public reputation,
we then propose a novel incentive mechanism. Our mech-
anism does not rely on side payment. Instead, buyers are
encouraged to be truthful in order to gain more numbers of
profitable transactions. This idea is supported by the work
in the field of evolutionary game theory, such as the work of
Gintis et al. (Gintis, Smith, & Bowles 2001). They argue that
an agent’s altruism in one context signals “quality” of the
agent that will benefit from increased opportunities in other
wider contexts. Specifically, if the system is such that the
provision of truthful reputation feedback makes agents more
likely to choose to undertake transactions with the reporting
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agent then the reporting agent would benefit for its feedback
through a greater number of profitable transactions.

Our personalized approach provides the promising first
step for our work. It allows buyers to effectively model the
trustworthiness of other buyers. We then use this approach
to create a social network of buyers. Each buyer in the so-
ciety retains a neighborhood of the most trustworthy buyers,
as advisors. In our mechanism, we also allow sellers to ex-
plicitly model the reputability of buyers, based on the num-
ber of neighborhoods they belong to in the society. Buyers
that always provide fair ratings of sellers are likely to be
neighbors of many other buyers and can be considered rep-
utable. This is also supported by Gintis et al. (Gintis, Smith,
& Bowles 2001) through the model of a multi-player game.
They argue that agents reporting honestly provide benefit to
others and will further be preferred by others as allies. These
agents will be able to attract a larger number of audience to
witness their feedback (also known as increasing “broadcast
efficiency”). Sellers in our system will increase quality and
decrease prices of products to satisfy reputable buyers. This
therefore creates an incentive for buyers to provide fair rat-
ings of sellers.

The rest of the paper is organized as follows. We first
introduce the setting of the electronic marketplace in which
our incentive mechanism can operate. We then formalize our
mechanism and demonstrate some examples. We also de-
scribe our simulations and experimental results. After that,
we introduce some related work and contrast approaches of
other researchers with our work. Finally, we present conclu-
sions and future work.

E-marketplace Setting
The electronic marketplace environment we are modeling
is populated with self-interested agents. Selling agents sell
products to buying agents and try to maximize their profit
and buyers try to gain good products in terms of, for ex-
ample, high quality and low prices. There is also a cen-
tral server, which collects and maintains information about
buyers and sellers, including, for example, ratings of sellers.
Through this central server, buyers can collaborate and share
ratings of sellers. Sellers can also make use of information
about buyers maintained by the central server, in order to
distinguish them.

The buying and selling process is operated as a procure-
ment (reverse) auction where the auctioneer is a buyer and
bidders are sellers.1 More specifically, a buyer sends to
the central server a request containing information about
the product it wants to buy. The information includes the
buyer’s evaluation criteria for the product, which is a func-
tion of price and non-price features of the product (delivery
time, for instance). In this way sellers are able to know the
buyer’s values of their products. The central server forwards
the request to sellers. We assume that sellers have regis-
tered to the central server. Sellers that are interested in sell-

1We use this special setting for demonstrating our proposed ap-
proach. However, our incentive mechanism is generally applicable
to marketplaces where sellers may alter quality and prices of their
products to satisfy honest buyers.

ing the product to the buyer will join the procurement auc-
tion by submitting bids that describe their settings for prices
of the product and values of corresponding non-price fea-
tures. The auction2 is similar to Request For Quote (RFQ)
introduced by Shachat and Swarthout (Shachat & Swarthout
2003), except that RFQ is an English auction and we use
a first-price sealed auction for the purpose of saving com-
munication costs of agents. As also pointed out, an RFQ
auction is equivalent to a first-price sealed auction.

The buyer determines the winner of the auction whose
product described in its bid has the highest valuation based
on the buyer’s evaluation criteria. The buyer then pays the
winning seller the amount, which is the price in the seller’s
bid. The winning seller is supposed to deliver the product
to the buyer after it receives the payment. However, it may
decide to alter the quality of the product actually delivered
to the buyer, or not to deliver the product at all. The buyer
finally submits a rating to the central server to report the
result of the current business with the seller. We assume that
a buyer can examine the quality of the product it purchases
only after it receives the product. We also assume that there
is no complete contract or legal verification to protect buyers
from dishonest sellers.

Incentive Mechanism
To formalize the proposed incentive mechanism, we con-
sider the scenario that in an electronic marketplace a buyer
B wants to buy a product p. It sends the request to the
central server. The request contains information of the
buyer’s evaluation criteria for a set of non-price features
{f1, f2, ..., fm}, as well as a set of weights {w1, w2, ..., wm}
that correspond to each non-price feature. Each weight
represents how much its corresponding non-price feature is
worth. A higher weight for a non-price feature implies that
the buyer cares more about the feature. The buyer also pro-
vides information in its evaluation criteria about the conver-
sion from descriptive non-price feature values to numeric
values (for example, 3 year warranty is converted to the nu-
meric value of 10 on a scale of 1 to 10).3 We define the func-
tion D() to denote such conversion. Inspired by (Boutilier,
Sandholm, & Shields 2004), we also use a quasi-linear func-
tion to represent the buyer’s valuation for the product as fol-
lows:

V (p) =
m∑

i=1

wiD(fi)− P (p) (1)

where P (p) is the price of the product p.
The central server forwards the request to sellers in the

marketplace. Sellers S that are interested in selling the prod-
uct to the buyer can submit their bids containing their setting

2Note that alternative auctions can also be deployed, such as
English auction with Bidding Credits (EBC) (Shachat & Swarthout
2003). However, the study of an alternative auction is outside the
scope of this paper.

3In this paper, we focus on non-price features that are still ob-
jective - e.g. delivery time. Handling subjective features is left for
future work.
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for prices of the product, as well as values for non-price fea-
tures. The buyer B will then determine the winning seller of
the auction, which it can do business with.

In the sections that follow, we first describe how social
network of buyers can be created by using our personalized
approach. We then formalize how a seller should bid for the
buyer’s request, by considering the reputation of the buyer
modeled based on the social network topology. Finally, we
formalize how a buyer should determine the winner of the
auction.

Social Network of Buyers
Our mechanism allows the central server to maintain for
each buyer a fixed number of neighbors from which the
buyer can trust and ask advice about sellers’ trustworthiness.
The central server models the trust value a buyer has of an-
other buyer (an advisor) through a personalized approach.
We first represent private reputation values, based on what is
known about the advisors’ ratings for sellers with which the
buyer has already had some experience. Next, we describe
how to construct a public model of trustworthiness of advi-
sors based on common, centrally held knowledge of sellers
and the ratings provided by advisors, including the trust rat-
ings of sellers totally unknown to the buyer. We then outline
how both private and public models can be combined, in or-
der to obtain a value for the trustworthiness of each possible
advisor.

The personalized approach4 allows the central server to
evaluate the private reputation the buyer B has of an advi-
sor A by comparing their ratings for commonly rated sellers
{S1, S2, ..., Sl}. For one of the commonly rated sellers Si

(1 ≤ i ≤ l and l ≥ 1), A has the rating vector rA,Si
and

B has the rating vector rB,Si
. A rating for Si from B and

A is binary (“1” or “0”, for example), in which “1” means
that the seller delivers the product and the valuation of the
product is not less than that described in its bid, and “0” oth-
erwise.5 In this case, the rating of “1” will be considered as
a positive rating, and “0” will be considered as a negative
rating. The ratings in rA,Si

and rB,Si
are ordered according

to the time when they are provided. The ratings are then par-
titioned into different elemental time windows. The length
of an elemental time window may be fixed (e.g. one day)
or adapted by the frequency of the ratings to the seller Si,
similar to the way proposed in (Dellarocas 2000). It should
also be considerably small so that there is no need to worry
about the changes of sellers’ behavior within each elemental
time window. We define a pair of ratings (rA,Si , rB,Si), such
that rA,Si is one of the ratings of rA,Si

, rB,Si
is one of the

ratings of rB,Si , and rA,Si corresponds to rB,Si . The two
ratings, rA,Si and rB,Si , are correspondent only if they are
in the same elemental time window, the rating rB,Si

is the
most recent rating in its time window, and the rating rA,Si

4This approach was first introduced in (Zhang & Cohen 2006).
5We could extend our approach to accept ratings in different

ranges representing how much more or less the valuation of the
product that is delivered compares with that described in the seller’s
bid. Accordingly, the Dirichlet family of probability density func-
tions would be used to represent probability distributions of ratings.

is the closest and prior to the rating rB,Si .6 We then count
the number of such pairs for Si, NSi . The total number of
rating pairs for all commonly rated sellers, Nall will be cal-
culated by summing up the number of rating pairs for each
commonly rated seller as follows:

Nall =
l∑

i=1

NSi (2)

The private reputation of the advisor is estimated by ex-
amining rating pairs for all commonly rated sellers. We de-
fine a rating pair (rA,Si , rB,Si) as a positive pair if rA,Si

is the same value as rB,Si . Otherwise, the pair is a nega-
tive pair. Suppose there are Nf number of positive pairs.
The number of negative pairs will be Nall − Nf . The pri-
vate reputation of the advisor A is estimated as the prob-
ability that A will provide reliable ratings to B. Because
there is only incomplete information about the advisor, the
best way of estimating the probability is to use the expected
value of the probability. The expected value of a contin-
uous random variable is dependent on a probability den-
sity function, which is used to model the probability that
a variable will have a certain value. Because of its flexi-
bility and the fact that it is the conjugate prior for distribu-
tions of binary events, the beta family of probability density
functions is commonly used to represent probability distri-
butions of binary events(see, e.g. the generalized trust mod-
els BRS (Jøsang & Ismail 2002) and TRAVOS (Teacy et al.
2005)). Therefore, the private reputation of A can be calcu-
lated as follows:

α = Nf + 1, β = Nall −Nf + 1

Rpri(A) = E(Pr(A)) =
α

α + β
, (3)

where Pr(A) is the probability that A will provide fair rat-
ings to B, and E(Pr(A)) is the expected value of the prob-
ability.

When there are not enough rating pairs, A’s public repu-
tation will also be considered. The public reputation of A is
estimated based on its ratings and other ratings for the sellers
rated by A. Each time A provides a rating rA,S , the rating
will be judged centrally as a fair or unfair rating. We define
a rating for a seller as a fair rating if it is consistent with
the majority of the ratings of the seller.7 We consider only
the ratings that are within the same time window as rA,S ,
and we only consider the most recent rating from each advi-
sor within any time window. In so doing, as sellers change
their behavior and become more or less trustworthy to each
advisor, the majority of ratings will be able to change.

6We consider ratings provided by B after those by A in the
same time window, in order to incorporate into B’s rating anything
learned from A during that time window, before taking an action.
According to the solution proposed by Zacharia et al. (Zacharia,
Moukas, & Maes 1999), by keeping only the most recent ratings,
we can avoid the issue of advisors’ “flooding” the system.

7Determining consistency with the majority of ratings can be
achieved in a variety of ways, for instance averaging all the ratings
and seeing if that is close to the advisor’s rating.
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Suppose that the advisor A totally provides NA
all ratings.

If there are NA
f number of fair ratings, the number of unfair

ratings provided by A will be NA
all−NA

f . In a similar way as
estimating the private reputation, the public reputation of the
advisor A is estimated as the probability that A will provide
fair ratings. It can be calculated as follows:

α′ = NA
f + 1, β′ = NA

all −NA
f + 1

Rpub(A) =
α′

α′ + β′
, (4)

which also indicates that the more the percentage of fair rat-
ings advisor A provides, the more reputable it will be.

To estimate the trustworthiness of advisor A, we combine
the private reputation and public reputation values together.
The private reputation and public reputation values are as-
signed different weights. The weights are determined by the
reliability of the estimated private reputation value.

We first determine the minimum number of rating pairs
needed for B to be confident about the private reputation
value it has of A. The Chernoff Bound theorem (Mui, Mo-
htashemi, & Halberstadt 2002) provides a bound for the
probability that the estimation error of private reputation ex-
ceeds a threshold, given the number of rating pairs. Accord-
ingly, the minimum number of pairs can be determined by
an acceptable level of error and a confidence measurement
as follows:

Nmin = − 1
2ε2

ln
1− γ

2
, (5)

where ε is the maximal level of error that can be accepted by
B, and γ is the confidence measure. If the total weight of all
rating pairs is larger than or equal to Nmin, buyer B will be
confident about the private reputation value estimated based
on its ratings and the advisor A’s ratings for all commonly
rated sellers. Otherwise, there are not enough rating pairs,
the buyer will not be confident about the private reputation
value, and it will then also consider public reputation. The
reliability of the private reputation value can be measured as
follows:

w =
{

Nall

Nmin
if Nall < Nmin;

1 otherwise.
(6)

The trust value of A will be calculated by combining the
weighted private reputation and public reputation values as
follows:

Tr(A) = wRpri(A) + (1− w)Rpub(A) (7)

It is obvious that the buyer will consider less the public rep-
utation value when the private reputation value is more reli-
able. Note that when w = 1, the buyer relies only on private
reputation.

For a new buyer, the central server randomly assigns to
it some other buyers with high public reputation as candi-
dates for its neighbors. The new buyer then randomly selects
some candidates as its neighbors. The neighbor list will be
updated periodically. Each time, the most trustworthy candi-
dates will be selected as neighbors. The candidate list is also
updated periodically. Each time, a small portion of buyers
is chosen randomly as candidates from all buyers with high
public reputation values.

Seller Bidding for Buyer’s Request
A seller S ∈ S that is interested in selling p to B submits a
bid to the central server. It sets the price and values for the
non-price features of the product p, depending on how much
instant and expected future profit it can earn from selling p
to the buyer B. The instant profit is the profit earned by the
seller from the current transaction if it wins the auction. We
define the seller’s instant profit from selling the product p to
the buyer B as follows:

U(p) = P (p)− C(p) (8)

where C(p) is the cost for the seller to produce the product p
with certain values for the non-price features in its bid. The
expected future profit the seller can earn depends on the rep-
utation of the buyer. A reputable buyer in this case is one
of the neighbors of many other buyers. Cooperating with
reputable buyers will allow the seller to build its reputation
and to be known as a trustworthy seller by many buyers in
the marketplace. It will then be able to obtain more oppor-
tunities of doing business with buyers and gain more profit
in the future.

To gain profit from each possible transaction, the seller
may not include in its bid the true cost of producing product
p with certain non-price features. Therefore, it is reasonable
to assume that P (p) > C(p). We define the potential gains
of the buyer from the transaction as follows:

V ′(p) =
m∑

i=1

wiD(fi)− C(p) (9)

where fi, D(), and wi are defined earlier in the “Incentive
Mechanism” section. We also define the distribution func-
tion for V ′(p) as F (V ′), to show the possible values for
V ′(p).

As argued in (Shachat & Swarthout 2003), a symmetric
Bayes-Nash equilibrium can be derived. The equilibrium
bidding function of the seller can be derived as follows:

P ∗(p) = C(p) +

∫ V ′(p)

VL−CH
F (x)dx

F (V ′)
(10)

where VL is the lower bound of the value for the non-price
features of p and CH is the higher bound of the cost for the
seller to produce p. We assume VL ≥ CH to ensure that the
value of a seller’s product always exceeds its cost.

By taking into account the reputation of the buyer B, the
seller has the expected future profit from winning the cur-
rent auction. It will reduce the instant profit and gain more
chance to win the auction if the minimum expected future
profit is no less than the loss of the instant profit. The bid-
ding function of the seller in Equation 10 then should be
changed to be:

P ∗(p) = C(p) +

∫ V ′(p)

VL−CH
F (x)dx

F (V ′)
− VD(R) (11)

where VD(R) is the valuation of discount for the buyer B
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with reputation R(B).8 Comparing Equations 10 and 11,
the bidding price of the seller in Equation 11 will be de-
creased if VD(R) is greater than 0. The buyer’s valuation
for the product p will then be increased, according to Equa-
tion 1. The seller will be more likely to win the auction. It
is also obvious that if the bidding price is fixed, the values
of the product’s non-price features in the seller’s bid will be
increased.

As discussed earlier, our mechanism allows the central
server to maintain for each buyer a list of neighbors that it
trusts the most. A seller can then model the reputation of a
buyer based on the number of its neighborhoods (other buy-
ers that include the buyer in their neighbor lists). The seller
S periodically acquires neighbor list information of buyers
from the central server. It then counts for each buyer the
number of neighborhoods. Suppose that there are NB other
buyers considering the buyer B as one of their neighbors.
The reputation of B can be calculated as follows:

R(B) =
{

NB

θ if NB < θ;
1 otherwise. (12)

The value of θ depends on the total number of buyers in the
marketplace 9. The buyer will be considered as reputable
if R(B) is no less than a threshold δ. The buyer will be
considered as disreputable if its reputation is no larger than
a threshold γ (0 < γ < δ < 1).

There may exist collusion where dishonest buyers treat
each other as neighbors and form a dishonest social network.
This problem can be addressed within a centralized architec-
ture. In this case, the seller is allowed to model the trustwor-
thiness of a buyer by checking its ratings provided to the
central server by the buyer. If the buyer has provided unfair
ratings for the seller, the buyer will be considered untrust-
worthy by the seller. The seller can maintain a trustworthy
buyer list and not enter into auctions of untrustworthy buy-
ers. Trustworthy buyers always provide fair ratings for the
seller. Based on the assumption that a trustworthy buyer’s
neighbors are also likely trustworthy, the seller would then
use the list as a basis to find other trustworthy buyers by
searching the social network of buyers. From the list of all
possible trustworthy buyers that the seller can find, the seller
then can correctly model the reputation of a buyer, using
Equation 12.

Buyer Choosing Winning Seller
After receiving sellers’ bids, the buyer B will then deter-
mine the winner of the auction. The winner of the auction
is the seller whose bid includes the highest valuation of the
product p that it is willing to offer, which can be formalized
as follows:

Swin = arg max
S∈S

V (p) (13)

8The amount of discount offered to a buyer depends on how
much future profit the seller can gain from conducting the current
business with the buyer. We will formalize this discount in our
future work after we have better insight into how best to model the
expected future profit.

9For the examples in this paper, we equate θ with number of
buyers. Developing more sophisticated measurements of θ is left
for future work.

The buyer chooses the winner of the auction among only
sellers that are considered to be trustworthy. As an important
component of our proposed marketplace model, the buyer
models trustworthiness of a seller by also using a person-
alized approach. It models private reputation of the seller
based on its own ratings for the seller. If the buyer does
not have enough personal experience with the seller, it will
ask for its neighbors’ ratings of the seller. It then can de-
rive a public reputation of the seller from ratings provided
by them. The trustworthiness of the seller will be mod-
eled by combining the weighted private and public reputa-
tion values. The use of forgetting and discounting factors is
included in this part of the model, in an effort to provide a
somewhat richer modeling of agents. This is an extension of
the personalized method for modeling advisors described in
the “Social Network of Buyers” section.

Suppose that B has the rating vector rB,S , which contains
all the ratings provided by B for the seller S. The ratings
in rB,S are ordered from the most recent to the oldest ac-
cording to the time when they are submitted. The ratings
are then partitioned into different elemental time windows
{T1, T2, ..., Tn}. We then count the number of positive rat-
ings NB

pos,i and the number of negative ratings NB
neg,i in

each time window Ti. The private reputation of the seller
S can be estimated through the beta family of probability
density functions as follows:

Rpri(S) =

n∑

i=1

NB
pos,iλ

i−1 + 1

n∑

i=1

(NB
pos,i + NB

neg,i)λ
i−1 + 2

(14)

where λ (0 ≤ λ ≤ 1)is a forgetting rate. The forgetting rate
is also introduced by Jøsang and Ismail (Jøsang & Ismail
2002) to deal with possible changes of the seller’s behavior
over time because old ratings will be given less weight than
more recent ones. Note that when λ = 1 there is no forget-
ting, and when λ = 0 only the ratings that are within the
current time window T1 will be considered.

If the buyer B does not have enough personal experi-
ence with the seller S, it will also consider ratings provided
by its neighbors. The buyer sends a request to the central
server to ask for all the ratings provided by its neighbors
{A1, A2, ..., Ak} for the seller S. We also partition these
ratings into different elemental time windows. Suppose that
the neighbor Aj provided N

Aj

pos,i positive ratings and N
Aj

neg,i
negative ratings within the time window Ti. These ratings
will be discounted based on the trustworthiness of the ad-
visor, so that the ratings from less trustworthy advisors will
carry less weight than ratings from more trustworthy ones.

Jøsang (Jøsang 2001) provides a mapping from beliefs de-
fined by the Dempster-Shafer theory to the beta function as
follows: 




b =
N

Aj
pos,i

N
Aj
pos,i+N

Aj
neg,i+2

d =
N

Aj
neg,i

N
Aj
pos,i+N

Aj
neg,i+2

u = 2

N
Aj
pos,i+N

Aj
neg,i+2

(15)
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where b, d and u represent belief, disbelief and uncertainty
parameters, respectively. In our case, b represents the prob-
ability that the proposition that the seller is trustworthy is
true, and d represents the probability of the proposition is
false. Note that b + d + u = 1 and b, d, u ∈ [0, 1]. As
also pointed out in (Jøsang & Ismail 2002) and (Yu & Singh
2003), beliefs and disbeliefs can be directly discounted by
the trustworthiness of the advisor as follows:{

b′ = Tr(Aj)b
d′ = Tr(Aj)d

(16)

From Equations 15 and 16, we then can derive a discounting
function for the amount of ratings provided by the advisor
Aj as follows:





D
Aj

pos,i =
2Tr(Aj)N

Aj
pos,i

(1−Tr(Aj))(N
Aj
pos,i+N

Aj
neg,i)+2

D
Aj

neg,i =
2Tr(Aj)N

Aj
neg,i

(1−Tr(Aj))(N
Aj
pos,i+N

Aj
neg,i)+2

(17)

where Tr(Aj) is the trustworthiness of the advisor Aj .
In the same way as estimating the private reputation, the

public reputation of the seller S can be calculated as follows:

Rpub(S) =

[
k∑

j=1

n∑

i=1

D
Aj

pos,iλ
i−1] + 1

[
k∑

j=1

n∑

i=1

(DAj

pos,i + D
Aj

neg,i)λ
i−1] + 2

(18)

The ratings provided by the advisors will be also discounted
by the forgetting factor λ.

The trustworthiness of the seller S is estimated by com-
bining the weighted private and public reputation values as
follows:

Tr(S) = w′Rpri(S) + (1− w′)Rpub(S) (19)

The weight w′ is determined by the reliability of the esti-
mated private reputation value as follows:

w′ =

{
NB

all

Nmin
if NB

all < Nmin;
1 otherwise.

(20)

where NB
all is the total number of ratings provided by B for

the seller. Nmin represents the minimum number of ratings
needed for the buyer B to be confident about the private rep-
utation value it has of S, which can be determined based on
Equation 5.

The seller will be considered to be trustworthy only if
Tr(S) is no less than a threshold δ′. The seller S will be
considered to be untrustworthy if its trust value is no larger
than a threshold γ′ (0 < γ′ < δ′ < 1).

If there are no trustworthy sellers submitting bids, the
winner of the auction will be selected among the sellers with
trust values that are between δ′ and γ′. Our idea of selective
tendering is also supported by Kim’s investigation results
demonstrated in (Kim 1998). Kim states that public tender-
ing could foster opportunism of quality reduction by bid-
ders; in contrast, selective tendering depending on bidders’
trustworthiness may avoid such opportunism.

Examples
In this section, we use some examples to demonstrate how
our mechanism works.

Buyer’s Neighbor List
We first provide an example to demonstrate how the central
server models trust values a buyer B has of other buyers and
chooses the most trustworthy ones as B’s neighbors. In this
example, we assume that each buyer can have at most one
neighbor.

Consider the case where there are three other buyers (ad-
visors) Ax, Ay and Az . Each of them has rated only the five
sellers (S1, S2, S3, S4, and S5). Table 1 lists the ratings
provided by each advisor Aj (j ∈ {x, y, z}) for the five sell-
ers. The symbol “T” represents a sequence of time windows,
in which T1 is the most recent time window. To simplify
the demonstration, we assume that each advisor provides at
most one rating within each time window. We also assume
that those are the only ratings provided by them.

Table 2: Ratings Provided by the Buyer B
T T1 T2 T3 T4 T5

S1 1 1 1 1 1
S2 1 1 1 1 -
S3 1 1 1 - -
S4 1 1 - - -
S5 1 - - - -

As can be seen from Table 2, the buyer B has also pro-
vided some ratings for the five sellers. The buyer B might
have not provided any rating for some sellers within some
time window. For example, it has provided only one rating
for the seller S5, which is in the time window T1. We as-
sume that the ratings provided by B are after those provided
by Ax, Ay and Az if they are within the same time window.

We compare the ratings provided by Ax, Ay and Az in
Table 1 and ratings provided by B in Table 2. The buyer
B has the same number of rating pairs with each advisor
(Nall = 15). However, B has different numbers of Nf pos-
itive rating pairs with Ax, Ay and Az , which are listed in
Table 3. Accordingly, as can be seen from Table 3, the pri-
vate reputation values of Ax, Ay and Az are different, in
which the private reputation value of Ax is the highest and
that of Az is the lowest. The result indicates that the advi-
sor Ax is most likely to provide fair ratings and have similar
preferences with the buyer B, whereas Az most likely will
lie and have different preferences with B.

According to Table 1, the total number of ratings provided
by each advisor is the same (NAj

all = 25). We also count the
number of fair ratings each advisor provides. A rating here
is considered as a fair rating when it is consistent with the
majority of ratings for the seller within a same time window.
Consider the case where all of the five sellers are reputable
and the majority of ratings are fair. In this case, a rating of
“1” provided by an advisor will be considered as a fair rat-
ing, whereas a rating of “0” will be considered as an unfair
rating. From the advisors’ ratings listed in Table 1, we can
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Table 1: Ratings of Sellers Provided by Advisors
Aj Ax Ay Az

T T1 T2 T3 T4 T5 T1 T2 T3 T4 T5 T1 T2 T3 T4 T5

S1 1 1 1 1 1 1 1 0 0 0 0 0 0 0 0
S2 1 1 1 1 1 0 1 0 1 1 0 0 0 0 0
S3 1 1 1 1 1 1 0 1 0 0 0 0 0 0 0
S4 1 1 1 1 1 1 0 0 1 0 0 0 0 0 0
S5 1 1 1 1 1 1 1 0 0 1 0 0 0 0 0

Table 3: Private and Public Reputation Values of Advisors
Aj Ax Ay Az

Nf 15 8 0
α 16 9 1
β 1 8 16

Rpri(Aj) 0.94 0.53 0.06

N
Aj

f 25 12 0
α′ 26 13 1
β′ 1 14 26

Rpub(Aj) 0.96 0.48 0.04

see that ratings provided by the advisor Ax are all fair, the
advisor Az always lies, and some of the ratings provided by
the advisor Ay are unfair. Table 3 lists the number of fair rat-
ings provided by each advisor and the corresponding public
reputation value of it. From Table 3, it is clear that the advi-
sor Ax is most likely to provide fair ratings, and the advisor
Az most likely will lie.

Table 4: Trustworthiness of Advisors
ε 0.1 0.15 0.2

Nmin 115 51 29
w 0.13 0.29 0.52

Tr(Ax) 0.957 0.954 0.950
Tr(Ay) 0.487 0.495 0.506
Tr(Az) 0.043 0.046 0.05

To combine private reputation and public reputation, the
weight w should be determined. The value of w depends on
the values of ε and γ, and the number of rating pairs Nall,
which is the same for every advisor in our example. Sup-
pose we have a fixed value, 0.8 for γ, which means that the
confidence value should be no less than 0.8 in order for the
buyer to be confident with the private reputation values of
advisors. In this case, the larger the value of ε the buyer
sets, the more confident it is with the private reputation val-
ues of advisors, which also means that the more weight it
will put on the private reputation values. Table 4 lists differ-
ent acceptable levels of errors, their correspondent weights
of private reputation values, and different results of trust val-
ues. It clearly indicates that Ax is the most trustworthy. As
a result, the buyer B will choose Ax as its neighbor. In the
examples that follow, we set ε = 0.2 and γ = 0.8. The
trustworthiness of Ax is then 0.95.

Buyer Choosing Winning Seller
We then use an example to demonstrate how the buyer B
models trustworthiness of sellers by considering ratings of
sellers provided by its neighbors, and how it selects the win-
ning seller to do business with. Suppose that the buyer B
has two non-price features for the product p that it wants to
buy. The buyer specifies a weight for each non-price feature
and the information about the conversion from descriptive
non-price feature values to numeric values, as presented in
Table 5. To prevent it from doing business with possibly dis-
honest sellers, the buyer B models trustworthiness of sellers
and selects trustworthy ones to do business with. Suppose
that the four sellers S6, S7, S8 and S9 are all willing to sell
the buyer the product p and have submitted their bids. We
also suppose that the buyer B previously has not done busi-
ness with any one of them. Therefore the buyer B has no
ratings for these sellers. The private reputation of S6, S7,
S8 and S9 can be calculated according to Equation 14 as
follows:

Rpri(S6|S7|S8|S9) =
0 + 1

(0 + 0) + 2
= 0.5

Table 6: Ratings of Sellers Provided by Ax

T T1 T2 T3 T4 T5

S6 0 0 0 1 1
S7 - - - - -
S8 1 1 1 1 1
S9 1 1 1 1 0

Table 7: Discounted Amount of Ratings of Sellers
T T1 T2 T3 T4 T5

DAx
pos,i(S1) 0 0 0 0.93 0.93

DAx
neg,i(S1) 0.93 0.93 0.93 0 0

DAx
pos,i(S2) 0 0 0 0 0

DAx
neg,i(S2) 0 0 0 0 0

DAx
pos,i(S3) 0.93 0.93 0.93 0.93 0.93

DAx
neg,i(S3) 0 0 0 0 0

DAx
pos,i(S4) 0.93 0.93 0.93 0.93 0

DAx
neg,i(S4) 0 0 0 0 0.93

The buyer B then considers ratings of sellers provided
by its neighbor Ax. The ratings of the sellers provided by
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Table 5: Buyer B’s Evaluation Criteria for p
Features Delivery Time Warranty
Weights 0.4 0.6

Descriptive values 1 week 3 days 1 day 1 year 2 years 3 years
Numerical values 3 5 10 3 5 10

the advisor Ax are listed in Table 6. Note that the advi-
sor Ax does not have ratings for the seller S7 because Ax

has not done business with S7. The amount of positive or
negative ratings provided by Ax within each time window
will be discounted by using Equation 17. The discounted
amount of positive and negative ratings of sellers is listed in
Table 7. For example, the discount amount of positive rat-
ings of seller S6 in time window T4 is calculated to be 0.93.

In this example, we set λ to be 0.9, which means that the
buyer B does not have much forgetting. According to Equa-
tion 18, the public reputation of the sellers can be calculated
as follows:

Rpub(S6) =

5∑

i=4

0.93 ∗ 0.9i−1 + 1

5∑

i=1

0.93 ∗ 0.9i−1 + 2

= 0.39

Rpub(S7) = 0.5, Rpub(S8) = 0.83, Rpub(S9) = 0.72

Because the buyer B has not done business with any of
the sellers before, the weights of the private reputation of
the sellers are all 0. The trustworthiness of the sellers can be
calculated by using Equation 19 as follows:

Tr(S6) = 0 ∗ 0.5 + (1− 0) ∗ 0.39 = 0.39

Tr(S7) = 0.5, T r(S8) = 0.83, T r(S9) = 0.72

We set the threshold δ′ to be 0.7. In this case, only the sellers
S8 and S9 will be considered as trustworthy sellers by the
buyer B.

We suppose that the sellers S8 and S9 may have different
costs of producing the product p with certain features. The
bid submitted by the seller S8 specifies that S8 will deliver
the product with 3 year warranty in three days and the price
of the product is 4. The bid submitted by the seller S9 spec-
ifies that S9 will deliver the product with 2 year warranty in
three days and the price of the product is also 4. The values
of the product p in their bids are calculated as follows:

V (p, S8) = 0.4 ∗ 5 + 0.6 ∗ 10− 4 = 4, V (p, S9) = 1

The value of the product in the bid of S9 is lower than that of
S8. Seller S8 will be selected as the winner. Buyer B pays
S8 the price of 4. Later on, seller S8 delivers the product.
Suppose that the seller delivers the product with 3 year war-
ranty in three days; we say that the seller is trustworthy in
this transaction. Buyer B will submit a rating of “1” to the
central server.

Seller Bidding for Buyers’ Requests
In this example, we illustrate how a seller S10 models rep-
utation of buyers and specifies its bids for buyers’ requests
according to their reputation values. Suppose that there are
6 buyers, {B1, B2, B3, B4, B5, B6}. They request the same
product p with two non-price features. The weight for each
non-price feature and the information about the conversion
from descriptive non-price feature values to numeric values
are as presented in Table 5. The seller S10 needs to decide
how to bid for each buyer’s request. It models the reputation
of each buyer.

Table 8: Neighbors of Buyers
Buyer Neighbors
B1 B2 B5 B6

B2 B4 B5 B6

B3 B4 B5 B6

B4 B3 B5 B6

B5 B3 B4 B6

B6 B3 B4 B5

Assume that each buyer is allowed to have only 3 neigh-
bors in this example. The neighbors of each buyer are listed
in Table 8. We count the number of neighborhoods for each
buyer as follows:

NB1 = 0, NB2 = 1, NB3 = 3

NB4 = 4, NB5 = 5, NB6 = 5

If we set θ to be 6, we then calculate the reputation of each
buyer according to Equation 12 as follows:

R(B1) = 0, R(B2) = 0.17, R(B3) = 0.5

R(B4) = 0.67, R(B5) = 0.83, R(B6) = 0.83

We set δ to be 0.8 and γ to be 0.3. Then, the buyers B5 and
B6 are considered as reputable buyers, and B1 and B2 are
disreputable buyers.

Table 9: Profit Gained by Different Buyers
Buyers Features of Product Profit

Warranty Delivery Time Price
B1, B2 1 year 1 week 5 -2
B3, B4 2 years 3 days 4 1
B5, B6 3 years 1 day 3 7

According to the reputation of each buyer, seller S10 spec-
ifies its bid for each buyer’s request. The non-price and price
features in each bid and profit that each buyer can gain are
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listed in Table 9. From this table, we can see that the rep-
utable buyers B5 and B6 are able to gain the largest profit
and the disreputable buyers B1 and B2 can gain the smallest
profit.

Experimental Results
We carry out experiments to examine each expectation of
our mechanism. We also measure profit gained by different
buyers and sellers. The expectation is that reputable buy-
ers and sellers that are considered as trustworthy by many
buyers will be able to gain more profit.

We simulate a marketplace operating with our mechanism
in the period of 20 days. The marketplace involves 100 buy-
ers. These buyers have different numbers of requests. Every
10 of them has a different number (from 2 to 20) of requests.
In our experiments, we assume that each buyer will submit
a rating for each of its requests. Therefore, buyers that have
larger number of requests will provide larger number of rat-
ings. We also assume that there is only one product in each
request and each buyer has a maximum of one request each
day. For the purpose of simplicity, we also assume that the
products requested by buyers have the same non-price fea-
tures. After they finish business with sellers, buyers rate
sellers. 50 buyers provide unfair ratings. Every 10 of them
provides different percentages (from 10% to 50%) of unfair
ratings. Initially, we randomly assign 5 buyers to each buyer
as its neighbors.
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Figure 1: Reputation of Different Buyers

There are 10 sellers in total in the marketplace. Each 2
sellers acts dishonestly in different percentages (0%, 25%,
50%, 75% and 100%) of their business with buyers. One
half of the sellers model reputation of buyers and adjust
prices of products according to buyers’ reputation. Another
5 sellers do not model reputation of buyers. They offer the
same price for products requested by buyers. We assume
that all sellers have the same cost for producing the products
because all products have the same non-price features.

We first measure the reputation of buyers that provide dif-
ferent numbers of unfair ratings. The results are shown in
Figure 1. In our experiments, the reputation of a buyer is
represented by the number of the buyer’s neighborhoods.
From this figure, we can see that the buyers providing the
smaller number of unfair ratings will have the larger reputa-
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tion values. Due to the randomness of the initial setting for
our experiments, buyers providing more unfair ratings may
have larger reputation values at the beginning. But their rep-
utation will continuously decrease after approximately 10
days, as can be seen from Figure 1. After approximately 14
days when our marketplace converges, the buyers providing
more unfair ratings will have smaller reputation values. We
also measure reputation of buyers that have different num-
bers of requests. Results are shown in Figure 2. Buyers
having more requests (that have provided more ratings) will
have larger reputation values. Similarly, reputation values
of buyers change stochastically at the beginning. But when
the marketplace converges, the buyers having fewer requests
will have the smaller reputation values.
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Figure 3: Profit Gained by Different Buyers

After each day, we measure total profit gained by buyers
that provide different numbers of unfair ratings. The profit
gained by a buyer from buying a product is the valuation of
the product received from its business partner. From Fig-
ure 3, we can see that buyers providing fewer unfair ratings
will gain more total profit. Note that we do not measure
total profit gained by buyers that have different numbers of
requests. It is essential that the more requests the buyer has,
the more profit it will be able to gain. In summary, it is better
off for buyers to provide more fair ratings. Also note that the
profit difference of different types of buyers is fairly small.
It is because buyers have at most 20 requests in total.
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Figure 4: Average Trust Value of Different Sellers

We compare average trust values of different sellers. The
average trust value of a seller is calculated as the sum of a
trust value each buyer has of the seller divided by the total
number of buyers (100 in our experiments). As shown in
Figure 4, results indicate that sellers being dishonest more
often will have smaller average trust values. The sellers that
do not model reputation of buyers and adjust their prices
of products according to buyers’ reputation will also have
smaller average trust values. From Figure 4, we can see that
their average trust values are nearly 0.5. It is because that
they do not have much chance to do business with buyers
and will not have many ratings. A seller without any ratings
will have trust value of 0.5 (for example, the seller S7 in the
“Examples” section). Similarly, the sellers being dishonest
in 75% of their business also will not have much chance to
do business with buyers and will have a trust value of nearly
0.5.
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Figure 5: Total Profit Gained by Different Sellers

We also compare total profit gained by different sellers.
Results are shown in Figures 5 and 6. From Figure 5, we can
see that sellers being honest more often will gain more profit.
Therefore, it is better off for sellers to be honest. We can
also see that the profit difference between the honest sellers
and the sellers lying 25% is much larger than that between
the sellers lying 25% and the sellers lying 75%. The reason
is that we set the threshold δ′ to be very high (δ′ = 0.8).
The sellers lying 25% will not be considered as trustworthy
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Figure 6: Total Profit Gained by Different Sellers

sellers, therefore will have small chance to be selected as
business partners by buyers. Results in Figure 6 indicate
that sellers are better off to model reputation of buyers and
adjust prices of products according to buyers’ reputation, in
order to gain more profit.

Related Work
There are other incentive mechanisms eliciting fair ratings.
One type of such mechanisms is side payments (Dellarocas
2002; Jurca & Faltings 2003; Miller, Resnick, & Zeckhauser
2005). We survey three side payment mechanisms. They
are different, for example, in terms of which party pays to
honest buyers and/or in ways of evaluating the truthfulness
of buyers’ ratings. Another type of incentive mechanisms
is credibility mechanisms (Papaioannou & Stamoulis 2005;
Jurca & Faltings 2004) where only honest agents have their
credibility in the marketplace enhanced. We point out some
shortcomings of these methods and provide a contrast be-
tween our approach and those of other researchers.

Side Payment Mechanism
Dellarocas (Dellarocas 2002) proposes “Goodwill Hunting”
(GWH) as a feedback mechanism for a trading environment
based upon the argument that truthful feedback will benefit
the community as a whole. This mechanism elicits truthful
feedback from buyers by offering rebates of buyers’ mem-
bership fee if the mean and variance between the buyers’ and
sellers’ perception of quality of their transactions are consis-
tent across the entire buyer community. Buyers may behave
badly before they exit from the market. To solve this prob-
lem, part of the membership fee will be refunded only at the
end of the period on the basis of buyers’ behavior.

In the incentive compatible mechanism proposed by Jurca
and Faltings (Jurca & Faltings 2003), a set of broker agents
called R-agents, can sell and buy ratings of sellers to and
from other ordinary agents. These ordinary agents first buy
ratings from broker agents. After they finish doing business
with sellers, they can sell ratings of the sellers back to the
broker agents from which they bought ratings. To balance
payoffs, ordinary agents are only allowed to sell ratings of
a seller if they have previously bought reputation ratings of
the seller. An agent will get paid only if a rating of a seller
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they provide is the same as the next rating of the same seller
provided by another agent. A simple two agents case in an
iterated Prisoner’s Dilemma environment proves that the op-
timal strategy for an agent is to report truthfully because it
will get paid with probability of at least 0.5.

Miller et al. (Miller, Resnick, & Zeckhauser 2005) intro-
duces a mechanism which is very similar to that proposed
by Jurca and Faltings (Jurca & Faltings 2003). In the mech-
anism, there is a center that maintains buyers’ ratings. The
center rewards or penalizes each buyer on the basis of its rat-
ings and ensures that the mechanism at least breaks even in
the long run. More specifically, a buyer providing truthful
ratings will be rewarded and get paid not by broker agents
but by the buyer after the next buyer. To balance transfers
among agents, a proper scoring rule is used to determine the
amount that each agent will be paid for providing truthful
feedback. Scoring rules used by the center (i.e. the Loga-
rithmic Scoring Rule) make truthful reporting a Nash equi-
librium. Furthermore, proper scalings of scoring rules and
collection of bonds or entry fees in advance ensure budget
balance and incentives of the mechanism.

In summary, side payment mechanisms offer side pay-
ment to buyers that fairly rate results of business with sellers.
However, they do not work well if the majority of buyers
elect to provide unfair ratings because each of these dishon-
est buyers will receive a reward. This means that honest buy-
ers that will not be giving similar ratings as many others, will
not be rewarded and will be discouraged from being honest
in the future. Moreover, this approach assumes that buy-
ers act independently, and therefore has difficulty with the
situation where buyers collude in giving unfair ratings. In
contrast, in our mechanism, sellers can view the ratings pro-
vided by buyers and can in this way detect dishonesty. Since
sellers also only reward reputable buyers, buyers that collude
in providing dishonest ratings will not profit. In addition,
honest buyers will not be adversely affected by collusion in
the marketplace; with our personalized approach for model-
ing the trustworthiness of advisors, each buyer can rely on
private knowledge to detect dishonest buyers and will limit
their neighborhood of advisors to those that are determined
to be trustworthy.

Credibility Mechanism
Instead of giving instant payment to agents that provide
truthful ratings, credibility mechanisms measure agents’
credibility or non-credibility according to their past ratings.
It is believed that agents are more likely to conduct business
with credible other ones.

One credibility mechanism is introduced by Papaioannou
and Stamoulis (Papaioannou & Stamoulis 2005) for eliciting
truthful ratings in peer-to-peer systems. Besides reputation
information, each peer also stores a non-credibility value
and a binary punishment state variable. After each trans-
action between two peers, they submit a rating indicating
whether the transaction is successful or not. If both of them
agree with the result of the transaction, their non-credibility
values will be decreased. Otherwise, their non-credibility
values will be increased and they will be punished. They
will be forced not to conduct any transactions for a period

determined by each of their non-credibility values.
A slightly different credibility mechanism called “CON-

FESS” is proposed by Jurca and Faltings (Jurca & Faltings
2004) for the online hotel booking industry. In this mech-
anism, a seller first reports its behavior. If it claims having
cooperated, the buyer is then asked to submit a rating. If the
buyer also reports that the seller has cooperated, it is sure
that the seller has cooperated. Otherwise, both of them will
be punished by decreasing their credibility as untruthful re-
porters because in this case at least one of them is cheating.

In credibility mechanisms, the credibility of two partici-
pants (a buyer and a seller, for example) in their business will
be decreased if their ratings about the business result are dif-
ferent. Buyers will provide fair ratings in order to keep up
their credibility. In these mechanisms, honest agents will
be unfairly punished if they meet with a dishonest agent be-
cause they will not agree when they rate the results of their
transactions with the agent. These honest agents will not
gain credibility even if they provide good services. In addi-
tion, credibility mechanisms cannot deal with the situation
where buyers and sellers collude to increase each other’s
credibility. Because our mechanism allows buyers to main-
tain a list of trustworthy other buyers as their neighbors, a
buyer can make an informed decision about which sellers
to do business with. If a buyer were to accept the advice
of another agent that is colluding with a seller and then be
disappointed with the purchase, the advisor would be con-
sidered untrustworthy and would not impact any future de-
cisions. In addition, all buyers have incentives to be honest,
in order to enjoy the rewards offered by the honest sellers
of the marketplace, if they maintain their position in many
neighborhoods of the social network.

Conclusions and Future Work
In this paper, we propose a novel incentive mechanism to
elicit fair ratings of sellers in electronic marketplaces. In
our mechanism, a buyer maintains a neighbor list of other
buyers that always provide fair ratings. We allow sellers
to see how they have been rated by buyers and to model
the reputation of buyers based on the social network cre-
ated using our personalized approach. Reputable buyers are
likely to be neighbors of many other buyers. Sellers then in-
crease quality and/or decrease prices of products to buyers
that are determined to be reputable. Hence, buyers are bet-
ter off providing truthful feedback and becoming neighbors
of as many other buyers as possible. Sellers are also kept
honest, because buyers are modeling the fairness of ratings
provided by other agents, when forming their neighbor lists
of other buyers. Sellers are motivated to provide quality ser-
vice to reputable buyers, in order to progressively build their
reputation in the social network. The above expectations
are upheld in our model and shown by our experiments. In
summary, our mechanism is able to create a more effective
electronic marketplace for buyers and sellers to do business
with each other. In such an environment, honesty is pro-
moted amongst buyers and sellers, and both honest parties
participating in business are able to gain more profit. This
also engenders trust of buying and selling agents from their
human owners.
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Our mechanism allows sellers to model reputation of a
buyer based on the number of other buyers including the
buyer in their neighbor lists. In future work, we will con-
sider a more comprehensive approach for modeling buyers’
reputation. The reputation of buyers that include the buyer
in their neighbor lists could also be taken into account. How
best to form neighborhoods in the marketplace is another
open question for research. We will also need to further
study the properties of our social network, for example, the
proper size of each neighbor list reflecting the population of
buying and selling agents in the marketplace and how ac-
tively buying agents rate selling agents. Larger neighbor-
hood size will increase the computation of maintaining and
updating buying agents’ neighbor lists, and may decrease the
accuracy for predicting selling agents’ trustworthiness from
feedback provided by neighbors. Smaller neighborhood size
may increase the accuracy, but will have higher chance the
neighbors have insufficient experience (Herlocker, Konstan,
& Riedl 2002).

Another topic for future work is to examine marketplaces
where the identity of buyers is shielded from the seller, to
prevent sellers from trying to cheat less reputable buyers
(that do not have much impact on the seller’s reputation).
For instance, the seller could submit bids for certain classes
of buyers to the central server and indicate its value for the
reputation of each buyer. The central server could then de-
liver the appropriate bid to the buyer trying to purchase from
this seller and keep the buyer’s identity protected.

We will also develop more extensive experiments to vali-
date our model. We are particularly interested in determin-
ing how robust our model is in coping with various types
of collusion, including buyers colluding with sellers in pro-
viding unfairly high ratings and buyers colluding with other
buyers in giving unfairly low ratings to sellers. It would also
be useful to examine the case where some agents may vary
their behavior widely, or where agents may enter and leave
the marketplace.
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